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INTRODUCTION

Abstract

The development of AI systems represents a significant investment of funds
and time. Assessment is necessary in order to determine whether that invest-
ment has paid off. Empirical evaluation of systems in which humans and
Al systems act interdependently to accomplish tasks must provide convincing
empirical evidence that the work system is learnable and that the technology
is usable and useful. We argue that the assessment of human-AI (HAI) sys-
tems must be effective but must also be efficient. Bench testing of a prototype
of an HAI system cannot require extensive series of large-scale experiments with
complex designs. Some of the constraints that are imposed in traditional lab-
oratory research just are not appropriate for the empirical evaluation of HAI
systems. We present requirements for avoiding “unnecessary rigor.” They cover
study design, research methods, statistical analyses, and online experimentation.
These should be applicable to all research intended to evaluate the effectiveness
of HAI systems.

The empirical evaluation of AI has a considerable foun-
dation. Cohen and Howe (1988) and Cohen (1991, 1995)

The development of Al systems represents a significant
investment, and empirical testing is necessary in order to
realize the promise of that investment. This article con-
siders the empirical evaluation of human-AI (HAI) work
systems. HAI systems are ones in which humans work in
an interdependence relationship with Al tools in order to
conduct work-related tasks (Clancey and Euchner 2021;
Johnson and Vera, 2019). HAI systems are formative in
such domains as emergency response management, indus-
trial process control, health care, business, banking and
finance, military command and control, autonomous vehi-
cles, transportation systems, weather forecasting, and so
forth.

focused on methods for evaluating claims made about
the performance of programs, especially exploratory and
statistical data analysis. Hoffman (1992) focused on the
application of psychological methods for efficient knowl-
edge capture in the development of knowledge bases for
expert systems. Nielsen (1997) discussed the empirical
assessment of usability, that is, user testing of web pages.
None of these involved the empirical assessment of the
performance of HAI systems. Hernandez-Orallo (2017a,b)
reviewed Al application areas and evaluation approaches
(peer reviews, competitions, achievement of performance
thresholds, measures of efficiency). The focus was on
mathematical methods for comparing Al and human
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cognitive competency. Only a few of these approaches
involved empirical study of the performance of a HAI work
system.

Recent research has begun to address this matter of
experimental adequacy and rigor in empirical evaluation
of performance. Researchers have argued that evaluative
experimentation has to involve tasks that are pertinent to
actual applications “using tasks, data, users, and metrics
grounded in the intended deployment contexts” (Amaras-
inghe et al. (2022, p. 1), rather than relying on simplified
proxy tasks (Bucinca et al. 2020). In the rapidly develop-
ing field of explainable AI, Lage et al. (2019) advocate for
carefully controlled human subjects experimentation to
determine whether machine-generated explanations actu-
ally have explanatory value to users and have a positive
impact on performance. The expansive literatures that are
pertinent to explainable Al point to a number of challenges
with regard to evaluation, measurement, and metrics.
These are detailed in Hoffman et al. (2023) and Mueller
et al. (2019, 2020). The need for careful consideration of
experimental design is highlighted by the finding of Ama-
rasinghe et al. (2022) that “seemingly trivial experimental
design choices can yield misleading conclusions” (p. 1).
The requirements that are proposed the present article
reflect and expand these concerns about methodology.

In the disciplines of procurement, computer science,
and psychology, the word “experiment” carries quite dif-
ferent meanings. In systems acquisition, what are often
called experiments are what experimentalists would call
demonstrations. Although not “experiments” is a labora-
tory sense, empirical assessment occurs at every step in
the system development process, spanning requirements
development, system design, implementation, validation
and verification testing, and refinement phases. The word
“evaluation” in the present article is not used in this
comprehensive sense. Instead, this article focuses on the
empirical evaluation of the performance of the HAI work
system, using human research participants to demon-
strate the value of the AI system, or a prototype of an Al
system.

The requirements that are proposed here refer to the
methodology of HAI assessment. The guidance derives
from the collective experience of the authors, who have
been involved in Al system development and evaluation
for decades, witnessing the problems that result when
considerations that are basic to cognitive systems engineer-
ing and experimental psychology are not fully appreciated
and adopted. The guidance presented in this article is
intended primarily for system developers. The goal is
to promote meaningful trans-disciplinary research that
meets the needs of sponsors and the beneficiaries of Al
tools, and that encourages sponsors to support rather than
avoid research.

This article is organized as follows. The first two sec-
tions set the stage by specifying what experimentation
must accomplish and what experimental “rigor” means
in the context of AI Measurement Science. The third
section presents the methodological requirements and
recommendations.

WHAT MUST AI ASSESSMENT
ACCOMPLISH?

The HAI system depends critically on the capacities of both
the human and the AI, working in a context that is complex
and dynamic. An empirical investigation that is intended
to assess the quality of the work is essentially a psycholog-
ical experiment, one in which the equipment with which
the research participants work is an expensive computa-
tional system. Performance evaluation must demonstrate
that the work method that is shaped by the Al is under-
standable, learnable, usable, and useful. When considered
from this perspective, a host of questions about the evalu-
ation confront the developer: How do we distinguish the
human and AI contributions to the HAI system? How do
we test for the usefulness and usability of the AI within the
HAI system? Of the human? How do we evaluate work sys-
tem performance? Is the Al valuable to users in their actual
work context? What are our measurement scales and met-
rics? Is the work process that is imposed by the AI one that
can be readily learned?

In addition to assessment, empirical evaluation must be
a path to discoveries. Researchers should be open to sur-
prises, and be prepared to exploit what is learned. When
considered from this perspective, a host of additional ques-
tions challenge the developer, such as: Does the Al enable
the user to diagnose Al limitations, edge cases, and diffi-
cult situations? Does the Al empower the user to create
kludges and work-arounds? Does the Al enable the user
to learn about what can go wrong? Does the Al empower
the user to recover from mistakes? Do the task and the Al
enable the participant to increase their expertise?

WHAT IS RIGOR IN Al MEASUREMENT
SCIENCE?

In laboratory experimentation, control and manipulation
of variables is necessary. This invariably entails a need to
conduct multiple experiments. In the pragmatic context
of the evaluation of AI systems, the studies need to be
efficient. Yet, many variables play a role in determining
the Al-enabled work and its outcome. Whether the work
is simply being observed or the work is being manipu-
lated (i.e., by the insertion of new technology), multiple
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variables need to be taken into account. This leads to the
“fundamental disconnect”: The time frame for effective
experimentation—--with “effective” defined in terms of the
strictures of the experimental laboratory—-is outpaced by
the time frame for change in the work and its technology
(Hoffman et al. 2010). It is desirable to avoid the problem of
multi-year evaluation because the technology is likely to be
substantially modified even while the evaluation is taking
place. From the perspective of technology development,
developers do not want to wait while numerous complex
experiments are conducted.

In its word origins, “rigor” means inflexibility. The
word “experiment” carries with it the assumption that the
empirical activity must be tightly controlled, as in a lab-
oratory. Researchers can more add rigor to toy problems
and laboratory-like tasks than to realistic tasks. But more
rigor, as defined in laboratory experimentation, is not nec-
essarily better when transposed to the context of evaluating
HALI systems. It can even be worse. The imposition of the
rigor requirements of the controlled laboratory instills a
tendency to over-control variables and decontextualize the
tasks, making them more artificial. Stripping the context
away may lead to findings that do not apply to the spon-
sor’s needs. Thus, unnecessary rigor can create barriers to
evaluation. We call this “rigor mortis.”

Rigor mortis often sets in at the very beginning of a
research project when there is a programmatic require-
ment to produce a literature review as an early deliverable.
Literature reviews always seem obligatory, but are rarely
created quickly enough to actually impact the technology
development, which proceeds apace, and at risk. Best prac-
tice is to identify the traps and challenges discovered in
previous work on the topic at hand, and do so even before
the program description is cast in stone. The direct path to
that would be interviews with a small number of selected
leaders or experts in the pertinent fields. Those individuals
would provide the most succinct and important historical
scholarship. That should be obtained prior to the inception
of an Al research and development project.

Rigor mortis also emerges as projects proceed, as the fol-
lowing case study shows. The research team tried to take
on too much and measure too many things.

Rigor mortis experiences have discouraged many gov-
ernment sponsors from conducting any evaluations at
all.

It has been noted within the Department of Defense
that there is a need to develop a research roadmap
for implementing AI (Government Accountability Office
2022; Trent and Doty 2022). At a minimum, it is neces-
sary to demonstrate that the Al technology results in an
improvement in the performance of the work system. The

Case study in rigor mortis

A government agency funded a large-scale study
to compare conventional aircraft cockpits, with
electro-mechanical instruments, to new “glass
cockpits” (digital instrument displays) to see what
the new technology contributed and what its lim-
itations were. A large team of contractors and
government researchers were involved in all this
work—-it was going to be a landmark project, a
career-defining set of experiments to serve as a
standard for doing good science on an applied
question about a human-machine work system.
The study involved carefully controlled condi-
tions, carefully selected scenarios, and large num-
bers of commercial pilots to be research partic-
ipants. It took a year just to design this single,
complex experiment. Data were collected on a
large number of variables, to make sure little got
missed, rather than to evaluate targeted hypothe-
ses. It took another year to run all the participants.
Then came the challenge of how to analyze all the
data, and it took another year to develop the eval-
uation plan. These years of delay made the results
less relevant than they could have been years
earlier, plus entailing such high levels of complex-
ity for the data analysis that no one was willing
to step in when the government project monitor
transitioned to another program. The project was
terminated. The data were never analyzed.

Case study in the consequences of rigor mor-
tis

Recently, a federally funded research and devel-
opment center held a meeting to review a new
technology procurement. At that meeting, a par-
ticipant stated that the program would need to
include a performance evaluation. A senior gov-
ernment official responded that the military no
longer seemed very enthusiastic about research
and experiments, because of many experiences
where the research was too expensive, took too
long, and provided answers that were obsolete by
the time they arrived.

) NE
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Case study in minimum necessary rigor: The
“Klinger-Klein test”

A study by Klinger et al. (1993) illustrates the prac-
tical constraints that can be involved in the evalu-
ation context, and how it is possible to satisfy the
“lightweight yet necessary” requirement despite
those constraints. The project involved the design
of a workstation and its interfaces for Weapons
Directors on the Airborne Warning And Control
System, an air defense platform. A cognitive task
analysis revealed 40 problems with the existing
interface that made the cognitive work inefficient
(e.g., poorly designed displays, unnecessary mem-
ory demands, loss of situational awareness). The
results suggested a redesign, which was imple-
mented and then evaluated. But the opportunity
for the Weapons Directors to learn and then per-
form with the new workstation was very limited, to
only four and a half hours. The Weapons Directors
had hundreds of hours of practice with the exist-
ing interface. Yet their performance with the new
interface showed a notable improvement relative
to baseline performance. This was a very simple
experimental design: One experimental condition
(the new interface) compared to a control condi-
tion (archived baseline performance data), and a
relatively small sample size (18 Weapons Direc-
tors). Many features of the redesigned workstation
were incorporated in the next evolution of the
AWACS system.

following case study illustrates what it means for an eval-
uation to be sufficient: it was a simple experimental design
that demonstrated the value added.

The next sections present the requirements for Mini-
mum Necessary Rigor (MNR) in Al evaluation methodol-
ogy. Their objective of these requirements is to reduce or
eliminate the excessive expense and excessive time.

THE PARTICIPANTS

Requirement 1: Individuals who would be the beneficiaries
of the proposed Al system (that is, domain practitioners or
operators) should be involved throughout Al system design
and development, including involvement as actual research
participants.

Al evaluations seem to rarely use domain experts or sys-
tem operators as research participants. Instead, they rely

on novices or on samples of convenience. That said, for
some tasks and applications there may be a need to see
what happens when novices first learn the tasks. The issue
of participant selection can get complicated if the AI sys-
tem is designed for a variety of types of users, ranging
in experience. Nevertheless, if an Al system is designed
to help domain practitioners, it should use them in the
evaluation (Deal and Hoffman 2010).

Requirement 2: Training of the research participants
should be minimal.

In the field setting, users may have to rely on an Al
system with minimum training. Therefore, AI systems
should be readily learnable, if not intuitive. Researchers
may want to evaluate a few groups receiving different
types or amounts of training, but this is not necessary, as
long as satisfactory performance can be achieved following
minimal training.

Requirement 3: The number of research participants in
the study conditions does not have to be large.

Researchers usually desire experiments with large-n.
They know that by increasing the sample size, they
increase their chances of achieving statistical significance
on a parametric test. Further, it is now easy to collect large
data sets via online platforms. So why not have a large-n if it
is easy to get? This is a mythical belief. Large data sets from
complex factorial experiments mandate significant efforts
at data analysis, and the explanation of the results gets con-
voluted. The trade-off is that the relatively lower effort to
get the data is balanced by the relatively greater effort to
make sense of the data.

Psychological research seeks effects that obtain for a
majority of the research participants, even in small sam-
ples. For example, in the evaluation of an automated
decision aid, one would want (or need) to see an effect
(i.e., the decision aid helps) with samples as small as 10
participants. If the sample size in any one condition is
less than about 10, there is considerable risk of confus-
ing individual differences with main effects, especially if
there is some bias in the selection of the participants, or a
task demand that influences performance. But the point of
Requirement 3 is this: If you cannot get a clear effect of a
technological intervention on a sample of 10 participants,
then something is wrong.

According to the common parametric methods, one can
increase confidence that a discovered difference is “real”
(the power of a statistical test) by increasing the sample
size, but that makes the test sensitive to smaller differ-
ences. For a 1.0 standard deviation difference between the
means of experimental and control groups (considered a
large effect size), there may be over 80% overlap of the
groups’ frequency distributions (Sullivan and Fein 2012).
To concretize this, increasing the sample size from 10 (say)
to 100 may lend greater confidence, but that might be
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confidence about a difference that is too small to really
matter.

It is also important to note that one can obtain a richer
and clearer idea of what is going on in participant rea-
soning by in-depth cognitive interviews with five to seven
participants, rather than by running a large-n experiment
with a fixed-response questionnaire tacked on at the end
(Crispen and Hoffman 2016).

THE TASKS

Requirement 4: The participant’s task should be ecologically
valid.

In too many evaluations, the task presented to partici-
pants is only tenuously pertinent to the intended applica-
tion domain. Evaluation research often resorts to artificial
tasks because they are easiest to design and present. An
example would be to use the task of identifying different
sports activities in photographs when the ultimate appli-
cation would be to recognize suspicious activities. The task
is removed from its “real world” context. In the empirical
assessment of HAI systems, the task presented to partic-
ipants should be one that is representative of the tasks
that are conducted in the work domain for which the
Al has been created (see Buginca et al. 2020; Clancey
2020; Clancey et al. 2011; Hernandez-Orallo 2017b). If the
evaluation is sterilized, the results may be irrelevant. Ide-
ally, evaluators can try out their Al system during actual
work, or perhaps in a training exercise, or failing that,
in a simulation. Also, it is well known that the cognitive
requirements of the task can matter more than the sur-
face features, so researchers need not worry about detailed
replication of the look-and-feel of the actual task (so-called
physical fidelity)--but should focus more on capturing the
things that make the actual task cognitively difficult for the
intended users.

PREPARING THE EXPERIMENT

Requirement 5: Target particular hypotheses.

All too often, researchers compose single, very com-
plex experiments on the assumption that large-scale
experiments—involving multiple conditions, large-n,
and the manipulation and measurement of multiple
variables—can adequately evaluate multiple hypotheses.
Unfortunately, such studies require compromises, and
typically end up achieving none of their goals; they do
not answer one question well, nor do they answer many
questions sufficiently.

Requirement 6: Conduct pilot studies to test and refine the
methods, materials, and procedures.

Too many evaluation studies dive into large-scale exper-
iments, and once started, adjustment of the method and
procedure always causes complications. Best practice is
to conduct one or more pilot studies (Cohen 1995). These
are not designed to evaluate the primary hypothesis (e.g.,
whether the technology intervention is good), but instead
are intended to garner assurance that the methodology is
sound and the procedure runs smoothly. Almost invari-
ably, pilot studies lead to improvements in the study design
and methods or the procedural details of conducting the
evaluation. Pilot studies can involve as few as 10 research
participants.

DESIGNING THE EXPERIMENT

Requirement 7: Run a two-condition, between-participants
study.

Consider two conditions, which we call Evaluation and
Control. Different individuals would participate in the two
conditions. The Evaluation condition would involve the
Al, the Control condition would not. Research partici-
pants in both conditions would perform the same task.
This assumes, of course, that the task as completed in the
Evaluation condition is the same as the task that is used
in the Control condition. The purpose of this study is to
demonstrate that the technology insertion is good.

Evaluation condition Control condition

Participants 1 through n Participants n + 1 through 2n

An alternative design is to have a Control condition in
which the new technology is inserted, but some crucial
element or capability of the new technology is disabled.
A number of the key elements of the technology might
be hobbled altogether. Assuming that the tasks in the two
conditions are equated for difficulty, if the results do not
clearly distinguish the Control and Evaluation conditions,
something is wrong. If the results do clearly distinguish the
Control and Evaluation conditions, subsequent studies can
engage in more targeted hypothesis tests. Note that in this
design it may not be necessary to have a Control condition
if there are usable baseline data on performance using the
legacy work system.

Requirement 8: Run a two-condition, within-participants
study.

A second study design also involves two conditions,
which we again call Control and Evaluation, but now
in the within-participants study, each participant experi-
ences both conditions. This is a repeat-measures design.
For example, in the Evaluation condition, the participants
would work using a new Al decision aid, whereas in
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the Control condition, the same participants would work
only with the benefit of the legacy decision aid. Over
trials in the Evaluation condition, performance should
improve, but when the Control condition is instituted, per-
formance should drop. If the order of the conditions is
reversed, then performance should improve when partici-
pants move from the Control to the Evaluation condition.
However, the experiment need not involve both orders
(counterbalancing). One is order enough to satisfy MNR.

Condition 1: Evaluation Condition 2: Control

Participants 1 through n Participants 1 through n

The Evaluation conditions in the between-participants
design as well as the within-participants design have the
benefit of permitting an investigation of the learning curve
for using the AI technology. The early trials in the Evalu-
ation conditions are, effectively, training. As participants
engage in the work over a series of trials or test cases, their
performance should improve. The form of the learning
curve can help you project the scope that will be required
of a training regimen.

ANALYZING THE RESULTS

Requirement 9: Do not apply statistical analyses that are
opaque or complicated.

If the AI does not yield a dramatic improvement in
performance, why go to the trouble of developing it and
training people to use it in the field? Especially unneces-
sary is the concern over achieving statistical significance
at the p < 0.01 level versus the p < 0.05 level, or obtain-
ing results that are described as “nearly” or “marginally”
significant, with the probability values reported out to
the fifth decimal place. On some interpretations of sta-
tistical significance, the decision is binary and therefore
wishful thinking is not a legitimate basis for making
decisions about a null hypothesis (see Hoffman, 2020).
Also, the sponsors of the research are unlikely to under-
stand or appreciate the statistical gyrations taken to tease
statistically significant results from minimal effects.

Requirement 10: Be prepared to set a high bar for
determining whether or not the Al is good.

Interviews with users and stakeholders have revealed
the “high bar” that is set in the field setting. In an inter-
view with stakeholders, one of them said that if he could
not achieve an understanding of how an Al system works
within 10 trials or attempts, then he simply would not use
it (Hoffman et al. 2021). Another said that unless a new tool
enabled successful performance on 85% of the key tasks on
first use, then the tool would not be desired.

Requirement 11: Consider practical significance.

It is common for researchers, especially in applied
contexts, to see the achievement of statistical significance
as a key metric or decision point, without considering
practical significance. In an inferential leap, statistical
significance is taken as proof of a causal relation between
the dependent and independent variables, even when
the difference between group means is small and the
distributions overlap considerably. Statistical significance
is a qualified aspect of importance—results can be statisti-
cally significant even if they are not useful or do not have
practical significance.

The notion of practical significance has a considerable
history. In 1919, the famed psychologist Edwin Boring
referred to the difference between mathematical and
“scientific significance.” In 1954, Hodges and Lehmann
assessed the validity of statistical hypotheses in a compar-
ison of statistical significance and “material significance.”
In 1956, Roger Kirk introduced the phrase “practical
significance,” saying:

“The appeal of null hypothesis significance test-
ing is that it is considered to be an objective,
scientific procedure for advancing knowledge.
In fact, focusing on p- values and rejecting null
hypotheses actually distance us from our real
goals: deciding whether data support our scien-
tific hypotheses and are practically significant
or useful” (pp. 755).

However, there has been no progress on developing
calculational methods, related perhaps to the fact that
practical significance is a matter of judgment, and can-
not be determined solely on the basis of a mathematical
analysis of performance data. Klein et al. (2021) present
an approach that involves combining statistical analysis
with expert judgment. The statistical analysis determines
whether an evaluation result indicates potential practical
significance, with regard to a threshold that can be lax
(i.e., any overall performance improvement is desirable) or
strict (setting a high bar, as in Requirement 10, above). If
performance data show that a selected threshold has been
crossed, then a small panel of experienced domain practi-
tioners can be assembled to conduct an evaluation using a
judgment scale for actual practical significance.

CONCLUSION

The requirements presented here constitute a foundation
or starting point for devising an efficient evaluation. If
the MNR requirements are met, but the empirical results
are not promising, there is no point in conducting more
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elaborate or larger-scale experiments. If the MNR require-
ments are met, and the empirical results do show promise,
then and only then might more elaborate investigations
be conducted.

Some researchers would add to the requirements
that are presented above. They might want to always
conduct post-experimental debriefings. They might advo-
cate for controls for task demands (i.e., what participants
do and say is influenced by their being participants in an
experiment). Control for this has been lacking in AI eval-
uations. We have not delved further into methodological
details because we wanted to maintain our focus on MNR.
Our experience in technology assessment has revealed
some challenges to standard laboratory-centered prac-
tices in evaluation methodology. The Minimum Necessary
Rigor concept is aimed at escaping the “fundamental dis-
connect” and improving the practice of evaluation. We
hope that the requirements presented here will serve as a
springboard for discussion of these matters.
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