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billions for the cost of large-scale information systems that  
end up collecting dust because they’re not properly human-
centered. Yes, billions and still counting—that’s the scary part.

Within this large set of frustrated customers (see the 
sidebar “When Systems Development Neglects Human 
Considerations”) is a subset whose job it is to do some-
thing about this situation. That subset includes policy-
makers, program managers, and systems engineers. It 
also includes a sub-subset comprising cognitive systems 
engineers, ethnographers, and many others who, in one 
vernacular or another, advocate human-centered comput-
ing. We must show that intelligent technologies—those de-
signed to interact with humans or play a role in the cogni-
tive work conducted in sociotechnical work systems—are 
usable, useful, and understandable. 

Procurement woes
A review of government documents covering standards 

and requirements2 shows that cost is always the horse 
that’s pulling the cart: “The DoD components shall, as part 
of programs such as Human Systems Integration, mini-
mize system support costs by addressing manpower af-
fordability early in the acquisition process.”3 This empha-

sis on cost is understandable, and arguably necessary, but 
the way it’s stated means that worker needs can always get 
jettisoned at the first sign of trouble. As the Penny Foolish 
Principle states, the true “human costs” always show up 
further along in development after human-centering con-
siderations have been sacrificed.4,5

Other human-centering issues are more subtle. For in
stance, the DoD requires that software use necessitate 
minimal effort on the user’s part: “Design-induced require-
ments for operator workload, accuracy, time constraint, 
mental processing, and communication shall not exceed 
operator capabilities.”6 Actually, this doesn’t make good 
sense. We know from expertise studies that people achieve 
high levels of proficiency only after long hours of working 
hard, on hard problems. Software designed to always mini-
mize difficulty, and not serve as Janus Machines7 that sup-
port tough task training, wouldn’t help workers progress 
along the path to expertise. 

In a previous essay in this department,8 two of us (Hoff-
man and Elm) discussed John MacNamara’s notion of 
“desirements” as a way to shift terminology away from 
entrenched tradition and think about requirements differ-
ently. We especially challenged the notion that “require-
ments creep” is a nasty thing to be avoided or somehow 
done away with. We also suggested that a partial fix would 
be to train individuals versed in both systems engineering 
and cognitive systems engineering to be the future manag-
ers of large-scale procurements.

Joseph Goguen (1941–2006)
As we’ve learned, computer scientist Joseph Goguen 

anticipated these ideas and other HCC notions. He saw the 
challenge of anticipating and addressing technology’s human 
impacts as tractable as well as ethically, methodologically, 
and economically necessary. This essay is a homage to him, 
so that we might highlight one key point: If the procurement 
woes that we’ve boldly offered in this HCC department were 
in fact anticipated a decade or more ago, then the situation 
now must really be bad. We find in Goguen’s writings many 
discussion points and topics for elaboration. Our starting and 
ending points differ somewhat from his, but we have many 
interesting commonalities. If this essay stimulates any sig-
nificant discussion, it will have done its job.

Throughout his distinguished career, Goguen worked to 

H u m a n - C e n t e r e d  C o m p u t i n g

The Procurement Woes Revisited

Kelly Neville, Embry-Riddle Aeronautical University
Robert R. Hoffman, Institute for Human and Machine Cognition
Charlotte Linde, NASA Ames Research Center
William C. Elm, Resilient Cognitive Solutions
Jennifer Fowlkes, CHI Systems

Our civilization needs to heal the wound between its social 
and the technical-scientific world views. —Joseph Goguen

T he set of people who are frustrated every day by 

badly designed information technology is very large.1 

So is the set of people whose dollars pay for the badly de-

signed technology. A conservative estimate ranges in the
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build bridges between rigorous formal sys-
tems and the messy, creative ways in which 
human minds and social groups actually 
operate. His early work was on fuzzy logic, 
then on the foundations of computer science, 
and then on the empirical study of group de-
cision making. Examples include his analysis 
of the Watergate tapes and an analysis of the 
black-box recordings of cockpit conversa-
tions in aviation accidents. Goguen spanned 
boundaries. For instance, he considered les-
sons from jazz in developing a theory of con-
sciousness.9 His work, taken as a whole, was 
an attempt to include art, ethics, and group 
politics within the range of formal descrip-
tion—a mathematics of the complexity of 
human life. 

This is evident in his statement of the 
procurement problem: “Experience shows 
that many failures are due to a mismatch 
between the social and technical aspects 
of a supposed solution.”10 (p. 97) In works 
spanning 1994–2000, Goguen argued that 
we need new thrusts in education and new 
approaches to system development that in-
tegrate the technical and social aspects of 
work, improve resilience, and enable people 
to cope with the complexity of the technol-
ogy itself.10−13

A tipping point
Procurement woes bear repeating right 

now because we might be at a tipping point. 
The US Navy initiative for “human-system 
integration” (HSI) has gained voice and of-

fice in other branches of the military. With 
Steven Deal’s indefatigable leadership, the 
Human-System Integration Working Group 
of the International Council on Systems En-
gineering has drafted language for a defini-
tion of HSI to be included in the Incose Sys-
tems Engineering Handbook.14 There is wide 
agreement that cognitive systems engineering 
must (somehow) be integrated with systems 
engineering and not just “injected into” it.15,16

Quotables
Goguen’s work is chock full of juicy quot-

ables capturing procurement antipatterns. 
Antipatterns are patterns people follow regu-
larly and with negative repercussions that 
limit the integration and even the consider-
ation of human and social factors in technol-
ogy development.17 

In this essay, we hope to give you a 
sense of Goguen by sharing some of our 
favorite quotes. Some of these echo our 
own thoughts. Others contain insights that 
widened our eyes to the range of factors 
contributing to and affected by the cur-
rent state of human-centering in systems 
development.

On software engineering 
Goguen’s arguments about software engi-

neering convey his passion about overcom-
ing designer-centered and reductionist ap-
proaches to technology development:

Experience with real projects shows that there 
is no such orderly progression from one phase 

to the next; instead, there is a continual pro-
jection forward and backward. … the nature 
and limitations of such models [e.g., waterfall 
and so-called process models] do not seem to 
have been widely appreciated.12 (pp. 176–177)

Indeed, the activities necessary for a success-
ful system development project cannot always 
be expected to fit in a natural way into any 
system of pre-given categories.11 (p. 35)

Similarly, requirements documents must serve 
a number of different stakeholders.11 (p. 37)

Goguen proposed an alternative way to 
conceive software development on the ba-
sis of Humberto Maturana and Francisco 
Varela’s notion of self-organizing or “auto-
poietic” systems:18

A software development project is not a 
formal mathematical entity. Perhaps it is 
usefully seen as an autopoietic process, 
an evolving organization of informational 
structures, continually recreating itself by 
building, modifying, and reusing its struc-
tures … Autopoietic systems are about as far 
as we know how to get from rigid top-down 
hierarchical goal-driven control systems; 
autopoietic systems thrive on error, and 
reconstruct themselves on the basis of what 
they learn from their mistakes. Autopoiesis 
can be considered an implementation tech-
nique for postmodernism.10 (pp. 116–117)

Following this lead, the most recent 
discussions of alternative approaches to 
system development rely heavily on notions 
of evolutionary adaptive development15 and 
resilience engineering.19

The Wall Street Journal reported that 50 percent of soft-
ware projects fail to meet CEO expectations and 42 percent of 
corporate information technology projects are discontinued 
before completion.1 A 1995 US Department of Defense study 
estimated that 46 percent of DoD-funded IT development 
efforts result in products that are delivered but not success-
fully used and 29 percent never even produce a product.2 
These statistics translate into workers who lose out because 
they don’t have the technology they need to perform their 
work effectively, not to mention the billions of dollars squan-
dered. For example, the US Internal Revenue Service spent 
$4 billion on a decision support system that, in the words of 
an IRS official, does “not work in the real world,”3 and the 
US Federal Bureau of Investigation spent $170 million on a 
problem-riddled software development effort before aban-
doning it.4 Other well-known system development disasters 
include the London emergency dispatch system released in 
19935 and the US air traffic control system upgrade.6 Each of 
these examples points to the neglect of human considerations 
during the development of sociotechnical systems.
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On requirements specification
Goguen recognized that just as control-

ling a complex sociotechnical system 
development process is impossible using 
regimented top-down controls, managing 
requirements about complex sociotechnical 
systems within such regimentation is also 
impossible:10

The very rapid rate of change of require-
ments, which is so typical of large projects, 
implies an even more rapid rate of change 
for specifications. This makes many formal 
methods very difficult, perhaps even impos-
sible, to apply in practice. (p. 115)

It is not just as easy to find specifications and 
invariants for the flight control software of a 
real airplane as it is for a sorting algorithm; 
in fact, finding specifications and invariants 
is not an important activity in real industrial 
work. On the contrary, it turns out that finding 
requirements (i.e., determining what kind of 
system to build), structuring the system (mod-
ular design), understanding what has already 
been done (reading documentation and talk-
ing to others), and organizing the efforts of a 
large team, are all much more important for a 
large system development effort. (p. 101)

We see here that Goguen appreciated 
the idea that came to be known as the En-
visioned World Problem.20 Seeds for this 
idea emerged at about the same time in 
several scientists’ writings.21,22 As Goguen 
argued, this notion that “designs are hy-
potheses” calls into question the view that 
requirements are stable things that can be 
preformulated:11

This explains why it can be so difficult to 
determine the requirements for a large sys-
tem: it only becomes clear what the require-
ments are when the system is successfully 
operating in its social and organizational 
context; requirements evolve as system 
development proceeds, and a reasonably 
complete and consistent set of requirements 
for a large, complex system can only emerge 
from a retrospective reconstruction … 
Determining whether some system meets its 
requirements is the outcome of a complex 
social process that typically involves nego-
tiation, and may involve legal action. Thus, 
it is usually entirely misleading to think of 
requirements as pre-given.10 (p. 37)

On method
As the quotations show so far, Goguen 

was concerned with the methods of systems 
development and whether they provide a 
sound basis for a design:

Moreover, the requirements phase of a 
large system development project … has 
the greatest economic leverage, … is also 

the least explored, and has the least satis-
factory intellectual foundations.12 (p. 166)

Goguen sought better and richer ways of 
measurement and evaluation, advocating 
the use of observational techniques for un-
derstanding the structure of sociotechnical 
systems and the ways in which people actu-
ally work. He acknowledged that using and 
developing methods that bridge the social 
and technical aspects of work is a difficult 
task. He also acknowledged that innova-
tive and multidisciplinary work generally 
can be difficult and that some attempts are 
“greeted largely with incomprehension.”10 
(p. 109) Particularly, he was concerned 
about the fact that commonly used tech-
niques lead to a limited understanding of 
the problem space:

This means that the needs of the user, 
both as individual and as organisation, are 
not addressed systematically; in general, 
they are only incompletely known to the 
development team, and there are often some 
serious misconceptions. 23 (p. 153)

Goguen was convinced that methods used 
by the social sciences were needed to un-
derstand and represent the complexity of 
cognitive work.

The problems of requirements elicitation 
cannot be solved in a purely technological 
way, because social context is much more 
crucial.23 (p. 153) 

He argued that ethnographic methods (the 
observation of people in their natural en-
vironments) are genuinely scientific, ap-
propriate for use in developing complex 
systems, and scalable to software develop-
ment efforts’ needs. He adopted a viewpoint 
called ethnomethodology, which

tries to reconcile a radical empiricism with 
the situatedness of social data by looking 
closely at how competent members of a group 
actually organize their interactions.11 (p. 40)

Although ethnomethodology relies on 
ethnographic methods, it differs from 
traditional sociology by focusing on the 
methods (hence, “-methodology”) used by 
individuals and society (hence, “ethno-”) 
to make sense of things and achieve so-
cial order. Ethnomethodology has had spe-
cial impact in the sociology of scientific 
knowledge. For instance, the dependence 
of meaning on context has implications 
for the view that scientific knowledge is 
“objective.”24 Goguen applied ethnometh-

odology in his treatment of requirements 
analysis:

To sum up, we recommend a “zooming” 
method of requirements elicitation, where-
by the more expensive but detailed methods 
are only employed selectively for prob-
lems that have been determined by other 
techniques to be especially important. From 
this point of view, the various techniques 
based on ethnomethodology can be seen as 
analogous to an electron microscope: they 
provide an instrument that is very accurate 
and powerful, but that is also expensive, 
and requires careful preparation to ensure 
that the right thing is examined. 23 (p. 162)

Bridging the technological, social, 
and ethical

Goguen found it astonishing that in the 
information age, 

there is no adequate theory of information, 
nor even any adequate definition of infor-
mation.10 (p. 112)

He tried to extend traditional informa-
tion theory to human situations but found it 
didn’t apply:

Data can only become information when 
people care about it for some reason and are 
able to interpret it. This means that infor-
mation technology … is bound up with the 
social at a very basic level having to do with 
the nature of information itself.10 ( p. 94)

Meaning is an ongoing achievement of some 
social group; it takes work to interpret con- 
figurations of signs, and this work neces-
sarily occurs in some particular context.11 
(p. 34)

Information has an intrinsic ethical dimen-
sion.10 (p. 112)

He then tried general systems theory for 
a complexity-based information theory,

but again it became clear that no purely for-
mal approach, however abstract and general, 
could deal with human meaning in any deep 
sense.10 (p. 112)

It follows that a suitable theory of informa-
tion must be a social theory of information, 
rather than a statistical theory of informa-
tion.11 (p. 29)

An item of information is an interpretation 
of a configuration of signs for which mem-
bers of some social group are accountable. 
The goal is to get a theory of information 
adequate for understanding and designing 
systems that process information.10 (p. 112)

Goguen considered information to be ei-
ther “dry” or “humid,” a distinction we find 
both useful and entertaining:
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Formalization is the process of making in
formation drier (i.e., less situated) by using 
a more explicit and precise metalanguage. 
(p. 32)

Dry, formalized information is repre-
sented by formalized modeling languages. 
Information can be humid, too—that is, 
“situated.” In the same 1999 article, Goguen 
cited recipes as an example of humid infor-
mation. His point was quite serious: 

But we now know that ignoring the situated, 
social aspect of information can be fatal in 
designing and building software systems.10 
(p. 97)

Western civilization is fundamentally en- 
tangled with a separation of technology 
from ethics, based on an untenable in
strumental conception of technology (i.e., 
viewing technologies simply as tools we 
create rather than as a force shaping our 
view of the world). (p. 16)

Goguen proposed that developers must 
learn to take information’s qualities into 
account. Specifically, information is situ-
ated, local, emergent, contingent, embodied, 
vague, and open. 

[Therefore we can] understand why it is  
not possible to completely formalize re-
quirements: They cannot be fully separated 
from the social context. More specifically, 
the qualities explain why so-called life-
cycle phases cannot be fully formalized.11 
(p. 35)

An epitaph
The illumination that we see at the end 

of the tunnel actually comes from behind, 
not from ahead. It comes from the lanterns 
of those from whom we’ve learned, lighting 
a way forward for us.
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