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H u m a n - C e n t e r e d  C o m p u t i n g

and intelligent technology for complex sociotechnical
domains, the focus on short-term cost considerations at the
expense of human-centering considerations always comes
with a hefty price down the road. This price weighs much
more heavily on users’ shoulders than on those of the tech-
nologists or project managers.

We illustrate this with just one of many examples:
design of the US National Weather Service’s Advanced
Weather Information Processing System (AWIPS). Evidence
from cognitive task analysis (CTA) had clearly shown that
forecasters inspect on the order of seven data types or fields
per minute.1 The traditional meteorological chart wall lets
forecasters inspect multiple data types, flip through charts
over time, make annotations using colored markers, con-
duct weather briefings, and so on. When the National
Weather Service was revamping the traditional chart wall
as a computerized workstation, it was clear from a task
analysis that forecasters would need at least four large-
screen CRTs, each dedicated to particular data types
depending on the day’s weather.1 One might be for com-
puter model outputs, one for showing the satellite image
loop, one for showing radar, and one for composing fore-

casts. However, the initial AWIPS prototype had a single
CRT. Subsequent versions had more than one CRT, and
the now-operational AWIPS has three. But throughout the
reprototyping process, there was a momentum to limit the
number of CRT displays because of cost considerations,
despite considerable reference to human-factors issues.

A “solution” the designers adopted was to screen-sector
the views of various data types. This quick fix didn’t go
very far for the graphically and symbolically dense dis-
plays involved in weather forecasting (that is, sector-mini-
mized displays are illegible). Moreover, sectoring requires
a great deal of make-work that burdens forecasters—
pointing and clicking to minimize and maximize particu-
lar data types’ views. And it ignores the fundamental
point: that forecasters must be able to see at a glance a
number of diverse data types, with the types depending on
the forecasting situation at hand.

So, somehow the process of procuring the AWIPS devi-
ated from its purported human-centered intentions. And
by the way, following the introduction of the new elec-
tronic workstations, some forecasters have reinvented
their traditional chart wall by tacking traditional paper
charts to their cubicle dividers.

There are many additional stories about how reality hasn’t
matched information technology’s promise.2–4 Here’s a pas-
sage from “Out of CAOCs Comes Order,” which appeared
in Jane’s International Defense Review, May 2003:5

New technology and revised procedures are greatly enhancing
the capabilities of [Air Operations Centers].… “The buzzword
for this decade is going to be ‘integration.’Why can’t we do
that today? Why aren’t we integrated now?” So said General
John Jumper, US Air Force (USAF) Chief of Staff.…“[All] the
stovepipes in each segment of the chain have to work in sepa-
rate ways to make it all happen. Certain tribes within each of
those stovepipes have taken steps to make sure they can’t be
interfered with by any other segment. We have formed anti-
bodies to integration. You go into an Air Operations Center
(AOC) today, and what will you see? Tribal representatives
sitting down in front of tribal workstations, interpreting tribal
hieroglyphics to the rest of us who are on watch. And then
what happens? They stand up and walk over to another tribal
representative, and reveal their hieroglyphics, which are trans-
lated by the other tribe into its own hieroglyphics and entered
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into its own workstation. What if machines
talked to one another? That would break
down the stovepipe ….”

The author has nailed a problem—the
AOC systems aren’t human-centered. At
the risk of being accused of summoning a
root cause analysis out of a cauldron, we
hasten to add that everyone involved in this
AOC project is smart, well-intentioned,
and highly motivated: “The USAF leader-
ship is considering how to proceed with
further enhancements of its AOCs, with
emphasis on achieving true integration of
systems rather than mere interoperability.”5

Clearly the procurement process, at least
in the US, leads to the creation of systems
that are anything but human-centered. In
this essay, we reflect upon the process by
which information technologies (including
“intelligent” decision aids) are procured, in
light of human-centered computing.6

Down into the weeds
There is no single procurement process,

of course. Looking at any one large orga-
nization—say, the US Department of
Defense (DoD)—how technologies are
procured depends on many guidelines and
procedures, including literally thousands of
specifications for everything from interface
font sizes to stepwise budget-reporting
processes. Many technical reference manu-
als, memoranda, addenda, appendices, and
architecture framework standards specify
data formats, communication exchange
formats, interoperability requirements,
software documentation requirements, and
more, in a mind-boggling panoply of pro-
cedures and acronyms.7–10

Standing back from the gory details, the
procurement process, or at least some large
chunks of it, is typically summarized with
reference to either the waterfall or spiral
model.11 (The literature offers a number of
waterfall variations, including the rapid-
prototyping model and the incremental
model.12) Figure 1 presents the idealized
waterfall model, and figure 2 presents the
idealized spiral model.

In the waterfall model in figure 1, the
steps are in iterative pairs. For instance,
software requirements analysis feeds into
preliminary design, but effort at that second
step can feed back into software require-
ments analysis, leading to changes in the
requirements. There’s also a review process
at each step.

In the spiral model in figure 2, the quad-
rants show four activities that are presumed
to be fundamental, and sequential. The
spiral model is explicit about system evalu-
ation, but the typical evaluations and verifi-
cations for both spiral and waterfall model-
ing are often based just on a “satisficing”
criterion. That is, when users are asked to
work with a system prototype for a while
and are then queried about their opinions,
results show that some people like it, more
or less, at least some of the time.

Evidence suggests that we can attribute
many of the breakdowns in human-com-
puter interaction (such as automation sur-
prises) to the procurement process. Every
technologist has seen it. Even some program
managers with whom we’ve talked bemoan
the situation and argue that we must scrap
the mandated, legacy procurement process.
But they admit that they themselves are
handcuffed by it. On the other hand, we’ve
heard strident claims that we must couch
the development of information process-
ing systems, including intelligent systems,
in terms of the waterfall or spiral model.
These models, so it’s claimed, express the
categories and process that system devel-
opers actually follow, that developers must
follow, or (for the candid ones among them)
that program managers follow because
they’re forced to. Upstarts who point out
nasty empirical facts (“Yeah, but what you
say you do is not what you really do!”) hear
that they must recast their ideas into the
waterfall or spiral lingo because that’s what
system developers use and are comfortable
with. 

The trap of designer-centered
design

Designer-centered design, whether con-
ducted under the guise of either model,
goes essentially like this:

1. Specify the requirements.
2. Design the automation to enforce the

requirements.
3. Deliver the system as (what is believed

to be) a finished product.
4. Force the human user to execute the

designer’s plan.

The result is just the sort of ubiquitous
technology (for example, VCR remote-con-
trol devices) that frustrates people at home
and at work. Following are the negative and
usually unanticipated consequences:

• Effort. The user must adapt to “tasks”
defined by the designer and the machine.

• Bewilderment. Computers can be diffi-
cult to understand or use. 

• Roadblocking. Computers provide impov-
erished feedback, limit users’ ability to
explore and integrate information, and
restrict the ability to detect and recover
from error.

• Overload. Computers don’t help people
cope with data or mental overload, and
in many circumstances actually
contribute to it.

• Error. Although a new computer system
or interface might help you avoid certain
kinds of error, they invariably create new
forms and patterns of error—error attrib-
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utable to the human-machine system, not
to the human.

• Clumsiness. New technology might make
some jobs easier but usually makes some
jobs harder. Computers often reduce moti-
vation and create a need for kludges, local
solutions, and other means for avoiding
make-work.

• Surprise. Users are sometimes surprised
by the actions that automated agents take
(or don’t take). Worse, the automated
agents don’t make their mechanisms (or
intent) apparent. 

The net result is that people yell at machines,
even simple ones such as VCR remote-
control devices. 

The fundamental problem here is the trap
of designer-centered design: The road to
user-hostile systems is paved with user-
centered intentions, even on the part of
smart, well-intentioned people who are
aware of this trap.

Acquisition reform?
Reform isn’t new to the acquisition proc-

ess. A streamlining in DoD acquisition
occurred in the mid-1990s at the US Secre-
tary of Defense’s direction. This new way
of doing business included canceling some
blocks of specifications without replacing
them and leaving more things to contrac-
tors’ discretion.10 The effect was to reduce
the number of specifications by 62 percent.
However, this meant that the burden merely
shifted to the documents that laid out non-
DoD standards (such as NASA and Human
Factors and Ergonomics Society documents).
Our point here isn’t about the necessary
and gory details—font size is a considera-
tion in the human factors of all display
design. Rather, our point falls at a higher
level, one dealing with human-centering.
DoD Instruction 5000.2-R states,7

Program managers shall initiate a comprehen-
sive strategy for [human-system integration]
early in the acquisition process to minimize
ownership costs and ensure that the system is
built to accommodate the human performance
characteristics of the user population that will
operate, maintain, and support the system.
(para. C5.2.3.5.9)

Here we see that human-centering con-
siderations are reduced to maintainability,
safety, performance metrics, and training
efficiency (with cost-effectiveness always
being the cart pulling the horse). All these

are surely important. However, in all the
procurement documents, we only occasion-
ally see a reference to guaranteeing on the
basis of empirical evidence that the even-
tual technologies will help domain practi-
tioners work on problems rather than forc-
ing them to fight with the technology. Even
then, the requirements are stated as “physi-
cal/cognitive requirements” or “human per-
formance effectiveness.” The acknowledg-
ment that systems should be both usable
and useful, that they should motivate and
not frustrate, is rarely made explicit. Where
the rubber meets the road, information tech-
nology needs to support human reasoning,
knowing, perceiving, and collaborating. We
know that expertise comes from extensive,
continuous, deliberate practice, including
practice at difficult tasks.13 But in the stan-
dards and procurement documents, we see

no consideration that systems should sup-
port the achievement and expression of
expertise. Quite to the contrary (and to our
shock), there’s actually a push, intended or
not, to prevent users from achieving or
exercising expertise: “Design efforts shall
minimize or eliminate system characteris-
tics that require excessive cognitive, physi-
cal, or sensory skills” 7 (para. C5.2.3.5.9.1).

Rethinking requirements
There’s wide recognition that the devel-

opment of information technologies hinges
upon the interaction of users, systems de-
signers, and systems developers (including
systems analysts, computer scientists, and
engineers).14 Designers must understand
users’ needs and the goals for the system
being created.15 However, the process of
designer-user interactions isn’t grounded in
the empirical methodologies of CTA. Thus,

“poor or error-prone communication
between the user and analyst remains a
major problem”16 (p. 257).

Miscommunication results in misinter-
preted user needs.17 This leads to design
glitches that force users to create work-
arounds and cope with user-hostile features
such as brittleness and automation surprises
when the machine does things the user
doesn’t understand. Consequently, it’s the
rare system that doesn’t have to go through
redesigns, often costly ones.18 The need to
improve this process is a major concern to
the entire information systems develop-
ment industry.19,20

A driving factor here is technological
backlash—the inevitable negative conse-
quence of “intelligent” technologies that
aren’t created under human-centering
methodologies. The technologies don’t
work, so it’s little surprise that this some-
times creates scandal. The most recent (in a
depressingly long series of cases) is the US
Federal Bureau of Investigation’s discovery
that the costly new Trilogy information
technology modernization program resulted
in software that does not support analysts’
cognitive work (referred to as “operational
needs”).21 The problems were blamed on a
lack of adequate prototyping and testing in
the operational context and on the fact that
system requirements changed over the
course of development.

This critique made us wonder about the
assumption that requirements should be
fixed, especially in a world that is not. In
fact, change in the world seems to vastly
outpace our ability to build and adequately
test large-scale decision- and performance-
support systems. Yet, the default belief
seems to be that the world can be frozen
and that requirements must be frozen, or
nothing will get built. Technological back-
lash always results in a blame game seeking
simple, clear-cut human errors or human
limitations, or criticizing a contractor when
the root cause is systemic. “Requirements
creep” is not a nasty thing to eradicate, but
an empirical inevitability to accommodate
and understand empirically.

The shortcomings of traditional software
engineering and system development, with
respect to their ability to support decision
making, aren’t inherently linked to any par-
ticular software engineering approach. The
research community has suggested and is
vigorously pursuing alternatives to the tradi-
tional spiral and waterfall models, including
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Extreme Programming,22 Rapid Application
Development,23 and Joint Application
Development.24 All these procedures

• involve representative end users (but
only minimally, mostly in the early stage
of system development and basically in
the form of focus groups), and 

• assume that requirements specification is
a clear-cut starting point for the system
development process. 

In general, software engineering does
not regard requirements specification as a
process. All the alternative models assume
that the requirements are correct, and they
seek to build to the requirements in high-
quality ways. The system developers might
therefore be building the wrong system,
even though they might be building it well.
The earliest formal approach, the waterfall
model, was instantiated in a series of IEEE
and military standards that focused on the
content of each sequential design artifact in
the process. The development effort “flowed
downhill” from one approved document to
the next. Virtually no attention went to the
work activities needed to actually develop
those documents’content. This was particu-
larly evident in waterfall’s initial require-
ments definition phase.

Spiral processes addressed some of the
limitations of a downhill flow but still
assumed that some miraculous insight
would provide good system requirements
concerning what to build for each spiral.
Evaluating the previous spiral improved the
odds to some degree, but it was still a long
shot. This was true whether the program-
ming language was procedural or object-
oriented. An example is James Rumbaugh’s
Object Modeling Technique,25 since merged
with the Booch method26 to become the
Unified Modeling Language.27 It’s an
example of an OO software engineering
methodology that still assumes that require-
ments for effective decision support are
divined.

As this recurrent “build the wrong thing
well” syndrome became more evident, the
community began to offer various techniques
in response. Use cases are one example.28

This approach tries to capture users using
the proposed system in an easy-to-under-
stand language—that is, objects. The
assumption is that if enough cases are cap-
tured, all the needs of the users’ interac-
tions with the intended system would be

exposed, and these use cases could then be
the basis for system requirements defini-
tion. Use case notation comes in various
forms—for example, what the Object Mod-
eling Technique calls event trace diagrams,
now called sequence diagrams in UML.
Although this method focuses on users’
interactions, it does nothing to help system
developers determine what the correct
interaction should be. So, in essence, it
might be a better way to ensure complete-
ness but not correctness.

Rapid application development and joint
application development are becoming
fashionable as ways to (supposedly) ensure
that developers explicitly incorporate “user
needs” into the system development proc-
ess. The theory is that by holding a user
captive within the development team for the
first few months of system development,

you will produce a design that is correct for
the user. At best, such a method allows the
program manager to say, “We had user
involvement, so therefore it is a user-
centered system.” But this claim doesn’t hold
water. The difficulty in determining good
decision support, even with a domain practi-
tioner in the design team, is evident by the
desperate measures that developers employ
to achieve those requirement epiphanies. For
example, we found the following advice re-
garding how to get users to “be creative” in
describing system requirements:29

The first JAD I facilitated involved a three-
day business trip to Florida with the JAD
team. At the start of the first session after we
returned, I mysteriously found a two-foot
rubber alligator on the overhead projector.
This “gator” has since become legendary and
attends all JAD sessions. I use him as a tool
by “speaking through him.” Via this character,

I get people to speak—or not speak. We con-
sult him on important issues, and involve him
in helping the group reach consensus.

And on the cover of this book is the
reviewer’s statement, “This book is a gold
mine of practical advice on the organization
and conduct of JAD sessions.” Go figure.

Our point is that although software engi-
neering methodologies focus on good con-
struction techniques, they do not yet effec-
tively address what’s needed to provide
good intelligent technologies or decision
support systems. The mistaken belief is that
if the initial specifications are correct and
complete, the rest of the development
process can proceed and will lead to a
“final” system.16

Both the waterfall and spiral models have
advantages and disadvantages (for example,
whether they minimize certain kinds of
risks, how they trade off effort and cost, or
what project scale they’re suited for).12

Both involve feedback and review. Both
have worked to the satisfaction of some
researchers, at least some of the time. Even
when a façade, they still satisfy someone, as
indicated by the repeated references to spi-
ral development in DoD documents.8,9 Both
of the models have worked insofar as some
of the resulting software products have been
put to actual use. However, both models

• represent a trajectory through the wrong
kind of design space—the technology-
centered, designer’s space;

• include some notion of evaluation, but
the wrong kind of evaluation—satisfic-
ing; and 

• have some notion of involving domain
practitioners, but the wrong kind of
involvement—the designer-users might
also be serving as domain experts, or it’s
too little involvement, or too late.

OK, what if we reach for a better model?

HCC principles as 
design challenges 

By becoming part of the mind-set of how
to design and develop systems, HCC might
impact the numerous systems that engi-
neers are routinely constructing using des-
peration measures. That very desperation
becomes an opportunity. The challenge to
the cognitive systems engineering commu-
nity is how to adapt the HCC paradigm and
methods to produce the outputs needed to
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integrate the system development processes.
The complexities of the modern sociotech-
nical workplace, and the computational
systems that inhabit it, behoove us to re-
flect on all of HCC’s principles and the
laws of cognitive work to discover the
implications for procurement. 

First, HCC mandates using CTA—that
is, analyzing work in terms of its macro-
cognitive functionalities. These include
knowledge, reasoning strategies, data inte-
gration skills, and decision-making skills.
HCC also mandates studying domain prac-
titioners in their actual work context. A
string of recent cognitive systems engineer-
ing success stories includes using CTA to
support the redesign of workstations aboard
US Air Force aircraft and US Navy vessels,
using CTA to create improved training
methods for various important jobs, new
interfaces in air traffic control, and new
control systems for power plants.13,30–32

Glaring by its absence in the spiral and
waterfall models is any emphasis on sup-
porting procurement and specification by
conducting CTA with domain practitioners
(especially experts). The models don’t even
acknowledge that developers should con-
duct CTA before, during, and after systems
engineers perform requirements specifica-
tion, planning, and system design. And, we
must note, CTA must involve much more
than simple interviews or one-off focus
groups.16,33

The work that people really need to
accomplish often differs from their “actual
work,” since the latter is shaped by legacy
technologies and mandated procedures.32 A
palette of CTA techniques from human-
factors engineering and cognitive anthro-
pology involves ways of revealing the true
work by studying people at work.13 What
are the patterns and cues that decision mak-
ers perceive? What are the tough decisions?
What knowledge is needed to make good
decisions? 

A second way in which HCC offers
value to procurement will derive from tak-
ing HCC principles and the laws of cogni-
tive work as design challenges or policies.

The Zero Tolerance Challenge
If we look closely at procurement stan-

dards documents and ferret out a list of
what was really important to their authors,
we see demands for interoperability and
integration, portability, reusability, devel-
opment efficiency, vendor independence,

and manageability. We don’t contest the
importance of these things, but nowhere do
we see a specification like this: The system
must be proven to be usable, useful, and
understandable. It must be user friendly
and have no user-hostile aspects. Count-
less systems (including most VCR remote-
control devices) would literally disappear
overnight if we applied such a stricture.
And we do not lack reports from domain
practitioners on what works, what works
well, and what needs fixing.34

The Sacagawea Challenge
This principle is named after the Indian

guide of the Lewis and Clark expedition:
Human-centered computational tools need
to support active organization of informa-
tion, active search for information, active
exploration of information, reflection on

the meaning of information, and evaluation
and choice among action sequence alterna-
tives.35 Practitioners must be shown infor-
mation in a way that’s organized in terms
of their major goals. Information needed
for each particular goal should be shown in
a meaningful form and should allow the
human to directly comprehend the major
decisions associated with each goal.

The Envisioned World Challenge
New technologies are hypotheses about

the effects of technologies on work pat-
terns.36 The introduction of new technol-
ogy will bring about unanticipated changes
in the cognitive and collaborative work of
individuals and teams.37 If new technology
does indeed change cognitive work, then
the handover of a deliverable can’t be the
end of procurement; it must be the begin-
ning of a next wave of empirical research,

to assure that cognitive work changes for
the better.

Hold on, that’s not good—procurement
would actually take longer than it does now!
Worse, if technology changes the work,
practitioners in the current world of work
won’t necessarily carry their expertise over
into the envisioned world. The jobs, roles,
or tasks that they will conduct in the envi-
sioned system might not be fully formed
until after at least some of the technology is
in place. Practitioners will have to backpedal
to adapt to the new technologies. 

The Envisioned World Challenge is this:
Exploration of the envisioned world must
be folded into the system development
process. From design notion to design
sketch, to initial mock-up, to first proto-
type, then refined prototype, new technol-
ogy is embedded in the actual workplace.
Designers work with users as users work
with and comment on new devices. As the
new devices come closer to matching the
envisioned world, the users find themselves
spending more time conducting their work
using the new devices, and over time the
legacy systems collect dust. At that point,
the new world is essentially ready to become
operational.

We’ve heard a few cases of advanced
decision support systems development
where, at every iteration (from design
sketch to rough mock-up, and so on), users
evaluated the prototype in or near their nor-
mal work context. They reached a point
where the prototype was good enough, even
better in some respects than their current
systems. At that point, they kept the proto-
type in the operational facility, and as it was
improved, they used it more and more as
the primary tool. The old world of practice
and the envisioned world coevolved. And
the envisioned world included a cohort of
individuals who learned within the evolving
system context. 

The Challenge of Adaptive Design
Two additional empirical facts have

strong implications for procurement. The
first is expressed by the notion of trickle-
off ergonomics: Prototyping never ceases,
it just trickles off. Complex technologies
always undergo iteration and rebuilding
after delivery. Software is always up-
graded. Individuals, organizations, and
teams always create local solutions. They
always use Post-Its. The second nasty empir-
ical fact is the Moving Target rule: The
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socio-technical workplace is constantly
changing, and constant change in environ-
mental constraints may entail constant
change in cognitive requirements, even if
domain constraints remain constant.38

Given the empirical reality of trickle-off
and the moving target, why then do pro-
curement processes assume that deliver-
ables must be essentially finished products?
Why not admit reality and assume some
notion of adaptive design? 36 In adaptive
design, deliverables must have built-in (dare
we say intelligent?) capabilities to enable
them to be easily adapted and evolved so as
to better meet the needs of particular orga-
nizations, teams, or individuals. The process
goes like this:

1. The designers and practitioners iden-
tify a constraint space based on do-
main constraints and support for user
control.

2. The designers build the tool so that it
shows the constraint boundaries and
data for ongoing situations in a way
that helps practitioners choose among
action sequences.

3. The practitioners “finish” the design
on the basis of local information, know-
ledge, and expertise.

Adaptive design supports workers in
tailoring their systems and in adapting to
them. Practitioners must be empowered to
control and modify their tools. Some fac-
tors that practitioners must consider can
only be discovered by those practitioners
during operation-in-context, which is itself
always a moving target. A design should
support the continual adaptation of the
functionality of the sociotechnical system
to local and contextual contingencies.

For example, process control workers
sometimes deliberately alter alarm thresh-
olds for various reasons, but usually to either
reduce false-alarm rates or to have an alarm
serve as an ad hoc notifier. In the Guerlain
and Bullemer system,39 workers could
define temporary, context-specific notifica-
tions of occurrences or alarm states without
altering or overriding the standard alarms.
The system supports workers’ local adapta-
tion and thus mitigates their need to con-
duct ad hoc tailoring activities that could
otherwise lead to errors, especially in
unforeseen circumstances.

The notion of adaptive design brings us
back to the problem with requirements. 

Stella’s Challenge
This principle is named after the charac-

ter in Tennessee Williams’ play, A Streetcar
Named Desire: Human-centered systems
have a built-in capability to be expanded in
the future so as to include functionalities
that users desire but that aren’t or can’t be
included in initial versions of the system.
Both the spiral and waterfall models fail 
to acknowledge that users not only have
immediate, definite needs (that should be
captured as requirements) but also that
they have desirements. John MacNamara
of the US Air Force Rome Labs suggested
this concept (in a personal communica-
tion) to refer to desired functionalities 
that currently can’t be included as system
requirements but might be at some future
time. These are not “bells and whistles” to
be scratched off the project’s accounting

ledgers because managers think users don’t
really need them or because budget con-
straints preclude expending time and
effort. While appreciating the trade-offs
involved here, we’re also guided by the
common finding from studies of expertise
in context that domain practitioners’ candid
statements about what they really need are
often not given due consideration.13

To build for desirements, we must create
technology from the start so as to antici-
pate, and not merely allow for, subsequent
modification. Modifiability is generally
thought of in terms of common operating
systems, interoperability, and modularity. A
new software bundle might plug and play,
making the technology adaptable from an
engineering point of view. But there’s also a
largely neglected human-centering and
human-machine system aspect. Because of
the complex interactions and contextual

dependencies that are always involved in
complex cognitive and collaborative work,
adding a new capability on the basis of a
desirement might alter an existing system
capability’s work demands. For example, it
might lead to goal conflicts.

We submit that regarding HCC notions
as design challenges or policies for procure-
ment has promise for making information
technologies more intelligent by virtue of
making them human-centered. One thing is
clear: The legacy procurement process
bears some responsibility for resulting in
systems that are not human-centered.

We have one final recommendation—
perhaps our most far-reaching one. Simply
stated, it is to begin now to develop a pro-
gram to educate a new cohort of individu-
als in both cognitive systems engineering
and information technology project man-
agement. The goal will be to groom a gen-
eration of project managers who advocate
for domain practitioners; who prioritize the
creation of demonstrably usable, useful,
and understandable technologies; who
appreciate CTA’s critical role; and who
appreciate the significance of empirical
generalizations such as the Envisioned
World Principle. 
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