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Project Summary.

As daily reliance on networked information and services becomes increasingly vital to every aspect of
our lives, the requirement for dependable functionality of both national infrastructures and localized
embedded systems naturally moves to the forefront. These systems must be dependable and trustworthy
even in the face of cyber attacks and periodic fluctuations of capability. People need assurance of the
integrity and confidentiality of organizational and personal information, and to have confidence that system
behavior will conform to policy constraints; but the network must be capable of responding adequately to
important and unusual information requests.

This requires research at several levels. Information exchange protocols must be secure and scalable,
able to deal with issues of information release and exposure, credential checking to establish authenticity of
remote participants on an open network, and attribution and reliability and timeliness of information.
Software agents must behave in ways that are reliably sensitive to policies concerning obligations,
constraints and permissions; software must be capable of reasoning about such policies and applying them
reliably, and finally, a working system must be capable of communicating explanations of its decisions to
human users in a comprehensible manner, and able to support after-the-fact analyses of why decisions were
taken and what reasoning justified them. Researchers from psychology, sociology, artificial intelligence,
and computer security have investigated all of these issues within their own domains, but have never tried
to integrate their approaches to create an end to end, scalable, human-friendly, and secure architecture for
cross-organizational information sharing. This proposal aims to create such a framework and evaluate it in
the context of cross-organizational information sharing for disaster response in Champaign, Illinois.

The research threads being woven together to create the framework are the TrustBuilder project (BYU
and Illinois) for scalable, policy-based trust establishment in virtual organizations; the KAoS project
(IHMC) for policy-based agent reasoning; the Inference Web project (Stanford KSL) for web-based
handling of justifications proofs and generation of explanations; and the Common Logic project IHMC)
which supplies a semantically secure basis for a wide variety of kinds of information and reasoning. In
addition, IHMC researchers will study the influence of cognitive bias on human understanding of
explanations under conditions of stress. These all represent different levels of analysis, from controlling
details of safe Web transactions up to human perception of trustworthiness of an entire system, or even an
entire technology. This proposal forces an integration of these different levels of analysis together on a
concrete and demanding application, with the ultimate goal of developing of a unifying theory of trust
negotiation and inference which can be applied as a single connecting framework across all the
technological levels present in virtual organizations.

Intellectual Merit. By pursuing an interdisciplinary research thread that begins in basic theory, is applied
in the context of challenging elements of trustworthy system components, is deployed in realistic use
scenarios, and is extended to achieve a better understanding of social mechanisms relating to trust, the
proposed work will expand our understanding of trustworthy systems and their place in society in a way
that single-discipline efforts cannot.

Broader Impact. The work will involve student effort at the undergraduate, master’s, doctoral and
postgraduate levels at four institutions, with mutual coordination between them. Insights and ideas which
emerge will be incorporated rapidly into teaching curricula at BYU and Illinois, and (through other linked
collaborative activity) in Southampton. Two of the co-PIs are women who exhibit leadership in IT research
and are role models for female students. IHMC will support high school student research assistants, and
IHMC faculty and scientists will participate in monthly science-oriented programs for elementary school
age children. In the longer term, the project’s results have the potential to improve disaster response in
small- and medium-size cities across the nation. The PIs will continue their long-standing participation in
world-wide standard-setting activities, including W3C Working Groups and ISO standardization efforts, so
that technical results and insights will be quickly incorporated into emerging standards. Finally, software
produced by the project will be made available for public use.



C. Project Description

C 1. Introduction and overview

As daily reliance on networked information and services becomes increasingly vital to every aspect of
our lives, the requirement for dependable functionality of both national infrastructures and localized
embedded systems naturally moves to the forefront. These systems must be dependable and trustworthy
even in the face of cyber attacks and periodic fluctuations of capability. People need assurance of the
integrity and confidentiality of organizational and personal information, and to have confidence that system
behavior will conform to policy constraints; but the network must be capable of responding adequately to
important and unusual information requests.

This requires research at several levels. Information exchange protocols must be secure, able to deal
with issues of information release and exposure, credential checking to establish authenticity of remote
participants on an open network, and attribution of reliability and timeliness to information. Software
agents must behave in ways that are reliably sensitive to policies concerning obligations, constraints and
permissions; software must be capable of reasoning about such policies and applying them reliably, and
finally, the entire system must be capable of communicating explanations of its decisions to human users in
a comprehensible manner, and able to support after-the-fact analyses of why decisions were taken and what
reasoning justified them. Various research projects are under way in all these areas, but in relative isolation
from one another. Researchers from psychology, sociology, artificial intelligence, and computer security
have investigated all of these issues within their own domains, but have never tried to integrate their
approaches to create an end to end, scalable, human-friendly, and secure architecture for cross-
organizational information sharing. This proposal aims to create such a framework and evaluate it in the
context of cross-organizational information sharing for disaster response in Champaign, Illinois.

The main research threads being woven together here are: automated trust negotiation, exemplified in
the TrustBuilder project (BYU and Illinois) which defines exchange protocols for secure information
transfer and resource access on the Web; the KAoS project (IHMC) which uses Web ontology standards to
perform complex reasoning about policies, delegations and agent actions; the Inference Web project
(Stanford KSL) which provides a notation and framework for transmitting proofs on the Web and
generating explanations from them; and the Common Logic project (IHMC) defining a highly expressive
logical framework proposed for ISO standardization. Several subsets of these projects have a proven track
record of successful cross-country collaboration with one another. Other team members supply related
expertise from other perspectives: in particular, Paul Feltovich (IHMC) will consider the ways that
cognitive bias influences the human perception of explanations under conditions of stress. Several of the
PlIs and co-Pls are actively involved in semantic web standardization efforts, providing another unifying
theme. Part of our methodology is to utilize current and planned standard languages and methods, such as
W3C recommendations and ISO standards, as far as possible, and we expect this work to result in
recommendations for improved and future standards

All the participants are interested in, and committed to, the evolution of a unifying theory of trust
negotiation and inference which can be applied as a single connecting framework across the various
technological levels. Though in some cases research on point solutions addressing focused subsets of the
issues is underway, no such framework yet exists which can be adequately applied across all the layers of a
full Web trust architecture. Other overarching goals are to isolate and characterize the kinds of reasoning
that are required for realistic trust and policy use in heterogeneous and distributed networks, with a view to
designing optimized trust reasoners, and to critically examine the ways that human confidence in a network
may be influenced by cognitive biases.



C 2. States of the Arts.

C 2.1 Automated Trust Negotiation (Seamons and Winslett, linked projects from
BYU and Illinois)

TrustBuilder, a joint project of BYU and Illinois, is a framework for trust negotiating in network
transactions, focusing particularly on techniques for secure implementation of policies controlling Web
information access. Trust negotiation differs from traditional identity-based access control and information
release systems mainly in the following aspects:

1. Trust between two strangers is established based on parties’ properties, which are proven
through disclosure of digital credentials.

2. Every party can define access control and release policies (policies, for short) to control
outsiders’ access to their sensitive resources. These resources can include services accessible over the
Internet, documents and other data, roles in role-based access control systems, credentials, policies, and
capabilities in capability-based systems. The policies describe what properties a party must demonstrate
(e.g., ownership of a driver’s license issued by the State of Illinois) in order to gain access to a resource.

3. Two parties establish trust directly without involving trusted third parties, other than credential
issuers. Since both parties have policies, trust negotiation is appropriate for deployment in a peer-to-
peer architecture such as the Semantic Web, where a client and server are treated equally. Instead of a
one-shot authorization and authentication, trust is established incrementally through a sequence of
bilateral credential disclosures.

A trust negotiation process is triggered when one party requests to access a resource owned by
another party. The goal of a trust negotiation is to find a sequence of credentials (C1, . . . ,CkR), where R is
the resource to which access was originally requested, such that when credential Ci is disclosed, its policy
has been satisfied by credentials disclosed earlier in the sequence or to determine that no such credential
disclosure sequence exists. The overall structure of the process can be gleaned from this diagram,
reproduced from the PeerTrust website, http://www.learninglab.de/peertrust/.
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TrustBuilder is a relatively mature software component; for example, a concurrent effort is adapting
the TrustBuilder prototype software for trust establishment for use within the Grid Security Infrastructure.
So far, however, it is limited in its use of formal ontologies and techniques for auditing and explanation, a
limitation that we propose to address.



C 2.2 KAoS (Bradshaw, IHMC)

KAoS is a collection of componentized services compatible with several popular agent platforms,
including the DARPA CoABS Grid [UBJ04a], the DARPA ALP/Ultra*Log Cougaar agent framework
(http://www.cougaar.net), CORBA (http://www.omg.org) and Brahms [s02]. The adaptability of KAoS is
due in large part to its pluggable infrastructure based on Sun’s Java Agent Services (JAS) (http://www.java-
agent.org). While initially oriented to the dynamic and complex requirements of software agent
applications, KAoS services have also been adapted to general-purpose grid computing [JCJ+03] and Web
Services [UBJ04a] environments.

Under DARPA and NASA sponsorship, we have been developing the KAoS policy and domain
services to increase the assurance and trust with which agents can be deployed in a wide variety of
operational settings. KAoS Domain Services provide the capability for groups of software components,
people, resources, and other entities to be semantically described and structured into organizations of
domains and subdomains to facilitate collaboration and external policy administration. K4oS Policy
Services allow for the specification, management, conflict resolution, and enforcement of policies within
domains. The figure presents basic elements of the KAoS framework, emphasizing infrastructure
supporting the specification and use of authorization policies. There are additional components to support
obligation policies and other aspects of the system.
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Framework functionality can be divided into two categories: generic and application/platform-
specific. The generic functionality includes reusable capabilities for:

¢ Creating and managing the set of core ontologies;
* Storing, deconflicting and querying;
¢ Distributing and enforcing policies;
* Disclosing policies.

For specific applications and platforms, the KAoS framework can be extended and specialized by:
* Defining new ontologies describing application-specific and platform-specific entities and

relevant action types;

* Creating extension plug-ins specific for a given application environment such as:




* Policy Template and Custom Action Property editors;

* Enforcers controlling, monitoring, or facilitating subclasses of actions;

* C(lassifiers to determine if a given instance of an entity is in the scope of a given class-
defining range.

KAoS uses ontology concepts (encoded in OWL) to build policies. During its bootstrap, KAoS first
loads the core KAoS Policy Ontology defining concepts used to describe a generic actors’ environment and
policies in this context (http://ontology.ihmc.us). Then, KAoS loads additional ontologies on top of this,
extending concepts from the core ontology, with notions specific to the particular controlled environment
and application domain.

The KAoS Policy Service distinguishes between authorizations (constraints that permit or forbid
some action) and obligations (constraints that require some action when a state- or event-based trigger
occurs or that serve to waive such a requirement). Other policy constructs (for example, delegation or role-
based authorization) are built from the basic domain primitives plus four policy types.

KAoS policy’s OWL definition is an instance of one of these four basic policy classes:
PositiveAuthorization, NegativeAuthorization, PositiveObligation, or NegativeObligation. The property values
determine management information for a particular policy (for example, its priority). The type of policy
instance determines the kind of constraint KAoS should apply to the action, while a policy’s action class is
used to determine a policy’s applicability in a given situation. An action class helps classify action
instances that actors intend to take or are currently undertaking. Components (such as KAoS Guards) that
are interested in checking policy impact on these actions construct RDF descriptions of action instances.
KAoS classifies these instances, relying on the inference capabilities of Stanford University’s Java
Theorem Prover (JTP, www ksl.stanford.edu/software/JTP), which will facilitate integration with Inference
Web. It then obtains a list of any policies whose action classes are relevant to the current situation. In the
next step, KAoS determines the relative precedence of the obtained policies and sorts them accordingly in
order to find the dominating authorization policy. If the dominating authorization is positive, KAoS then
collects, in order of precedence, obligations from any triggered obligation policies. KAoS returns the result
to the interested parties—in most cases, these parties are the enforcement mechanisms that are jointly
responsible for blocking forbidden actions and assuring the performance of obligations.

Representing policies in OWL facilitates reasoning about the controlled environment, policy relations
and disclosure, policy conflict detection, and harmonization. It also facilitates reasoning about domain
structure and concepts exploiting the description logic subsumption and instance classification algorithms.
KAoS can identify and, if desired, harmonize conflicting policies through algorithms that we have
implemented in JTP. KAoS is a mature project. over the past few years, KAoS services have been used in
conjunction with a wide range of applications and operating platforms.

C 2.3 Inference Web (McGuinness, Linked project from KSL-Stanford)

The Inference Web (IW) [McP04a, McP03] aims to take opaque query answers and make the
answers more transparent by providing explanations. Inference Web provides an infrastructure for
providing explanations from distributed hybrid question answering systems. It utilizes a proof Interlingua —
the Proof Markup Language (PML) [PMFO05] to encode justifications of information manipulations. It also
provides numerous services for manipulating PML documents. It includes a browser for viewing
information manipulation traces, an abstractor for rewriting PML documents so that the low level machine-
oriented proofs can be transformed into higher level human-oriented explanations, and an explainer to
interact with users by presenting explanations and corresponding follow-up questions. It also includes
services for helping question answering systems to generate PML, check PML documents for valid
applications of inferences, and services for automatic registration of sources and meta-information. The
explanations include information concerning where answers came from and how they were derived (or
retrieved). The Inference Web infrastructure also includes an extensible web-based registry [PMMO03]
containing details on information sources, reasoners, languages, and rewrite rules. Source information in



the IW registry is used to convey data provenance. Representation and reasoning language axioms and
rewrite rules in the IW registry are used to support proofs, interoperability, and proof combination. The IW
browser is used to support navigation and presentations of proofs and their explanations. The explainer is
used as an interface to provide a multitude of strategies (such as summaries, graphical depictions,
interactive dialogues, etc) for presenting the information.

The Inference Web is in use by several Semantic Web agents using embedded reasoning engines fully
registered in the IW. These engines include first order logic reasoners such as Stanford’s JTP engine and
SRI’s SNARK engine, service discovery engines such as the Semantic Discovery Service, and satisfiability
engines including JSAT [SGPMO04].

Recently, we have also expanded services to include explanation of text analytic platforms such as
IBM’s Unstructured Information Management Architecture and Inference web now not only explains
answers from text analytic components (such as why Deb M is the same as Deborah M) but it also can
point back to raw unstructured sources (as well as any structured sources) used in the derivation.

C 2.4 Common Logic (Hayes, IHMC)

Common Logic (CL, formerly called SCL) is a project, now close to completion, to design a standard
logical notation with a straightforward model-theoretic semantics, suitable as a Semantic Web ‘lingua
franca’ into which all other Semantic Web notations can be embedded without loss of meaning. [CL04].
The original inspiration of CL was as a modern successor to KIF [KIF95], and CL core syntax closely
resembles KIF 3.0, but CL also has an XML syntax and has been modified and generalized in many
respects to make it more suitable for Web use (URIs, dataypes , embedded basic types). It is also much
more flexible in the constructions it allows (higher-order quantification, sequence quantification, role-value
syntax, recursive axiom schemas) and has a thoroughly investigated model theory. One unique feature of
CL is that a name may be used in multiple roles (individual, variable, function, relation, type or class name)
freely, without damaging either the syntax or the meaning: this removes the need to check for mutual
agreement on vocabulary conventions when combining knowledge from disparate sources. All the current
standard semantic web languages (RDF, RDFS, DAMLA+OIL, OWL, SWRL) and most monotonic LP and
‘rule’ languages (DATALOG, RT) can be straightforwardly transcribed into CL without change in meaning
[HO5], and CL consistency can be checked — albeit with no performance guarantees - using a conventional
first-order inference engine such as JTP (http://www.ksl.stanford.edu/software/JTP/ ) or VAMPIRE
(http://www.cs.man.ac.uk/~riazanoa/Vampire/ ). CL is currently a candidate for ISO adoption as a logic
standard [CL04]

C 2.5 Social Mechanisms for Establishing Trust (Feltovich, IHMC)

Elsewhere, we have attempted to encourage an expansion of thinking about the sources, nature, and
diversity of mechanisms for establishing trust and coordination when people supported by computing
systems are engaged in consequential work [FBJ+03]. One impetus for this direction has been a desire to
make such networked systems acceptable to people by understanding what characteristics make a people
and systems seem trustworthy (and actually be trustable) in their participation in important affairs, and just
as importantly, to ensure, as in human societies, a kind of predictability.

Increasingly open and spontaneously emergent systems place special demands on the establishment
and maintenance of trust among the parties who interact with these systems in significant ways. For such
transactions to be trustworthy we have found in our research that transactions must conform to a pervasive
system of diverse regulatory devices, from, for example, basic cultural “codes” of appropriate behavior and
etiquette, to societal and organizational norms, to formal systems of law, for instance, tort law, contract
law, and statutes related to the right of privacy. These complex systems of regulation, at many different
levels and degrees of specificity, are fundamental to the establishment of order and predictability required
for trust [FBJ04]. Adherence becomes more problematic as Web services increasingly become more
spontaneously constructed and more loosely and locally controlled. We anticipate that a study of the
relationship of cultural and societal mechanisms for regulation to more formal policy-based mechanisms



will be a fruitful source of new approaches and theory; in particular, it will inform the effort to produce
adequate explanations for human use. Explanations may, for example, appeal to the authority of the
information source; but such appeals may require sensitivity to the recipient’s perception of the source as a
social agent.

C 2.6 Provenance reasoning

Provenance services [GLM04, SMO03] are a new approach to tracing how a given system—Ilikely a
distributed system composed of multiple services—has arrived at a particular result. Execution provenance
support components record data passed among services in the generation of the result, allowing users to
audit data transformations occurring at each step of the process. Various techniques for mutual
authentication and non-repudiation can ensure the integrity of recording of provenance data. Besides its use
for auditing, this data can be used to determine if previous results are still valid, if tools have changed, and
so forth. Service provenance support components record data about individual service components to allow
service providers to observe patterns leading to improvement of the service or for clients to select among
multiple instances of a service based on historical data.

Currently provenance services depend on the cooperation of sources for provenance information that
are associated with the generation process and tightly scripted. Mechanisms for representing and reasoning
about provenance are currently quite simple, confining themselves to answering questions about topics
such as what might have changed between different executions of the system. More powerful semantics
and reasoning methods are needed to fully exploit provenance data.

C 3. Goals and methods

C 3.1 Integrating policy reasoning with trust negotiation

Bringing the high-level ontology reasoning of KAoS, and the transaction-oriented policies of
TrustBuilder and PeerTrust into a common unified framework is one major part of the technical work plan.
Lars Olson, working with IHMC in summer 2004, has made an initial study of the problems arising in
approaching an integration KAoS policy ontology reasoning with the TrustBuilder ticket/handler
architecture. This used an implementation of TrustBuilder as a web service handler, with a view to
retrofitting to existing client-server code with minimal changes. This has revealed places where work is
needed most immediately. TrustBuilder needs to be able to deal with policy changes dynamically (at
present, these are loaded at startup); KAoS needs to be able to handle more complex queries against its
action policies, for example to identify which agents are authorized to perform a given action, by tracing
bindings to query variables. In addition, the RSA algorithm for signature checking is slow, and the system
needs a performance and vulnerability analysis. Olson will be considering these issues in preparation for
his doctoral thesis work at Illinois.

The BYU team are investigating the possibility of using XACML 2.0 as a basic policy language for
an extended implementation of TrustBuilder. We will investigate how trust negotiation can be integrated
into XACML There are several ways in which this integration might occur. First, the policy information
point (in XACML, the ‘place’ where policies are enforced) accepts subject attribute information. In an open
system, this could be information that was obtained during a trust negotiation. This information obtained
during authentication could naturally be input into the XACML access control mechanism. Second,
XACML, or a closely related language, could be adopted as the policy language for conducting the trust
negotiation itself. Whether or not this is feasible requires a thorough analysis of the capabilities of
XACML. We anticipate that it will require extensions to XACML. This part of the project will produce a
set of recommendations for future extensions to XACML.

(There is a slight pun here on ‘policy’, which has a much more general sense in KAoS than in
XACML, where it is restricted to matters of access control to information sources. Since the chief aim here
is to integrate trust negotiation into a larger policy framework, we expect that XACML constructions will



be generally described in KAoS as instances of more general concepts. Some convergences are evident, e.g.
between the KAoS notion of a ‘policy guard’ and the XACML notion of a ‘point’.)

KAoS can describe policies which are much more general, and cover a wider range of agent actions,
(resource-dependent, resource-limited, temporally restricted) policy types (permissions as well as
prohibitions; overrides from higher authorities) and agent types than are required for the current
TrustBuilder machinery, and it uses ontologies more centrally to describe all aspects of the domain;
TrustBuilder limits its use of ontologies (so far) to taxonomies of transaction types. TrustBuilder, on the
other hand, has connections to effective mechanisms for deployment, a thorough integration with secure
transmission machinery, and a detailed acquaintance with concrete issues of information leakage and
sensitive negotiation patterns. We expect each to benefit from a closer integration with the other. Some
benefits of ontology use in trust negotiation have already been noted, particularly using ontologically
expressed classifications to support more sophisticated negotiation strategies. For example, a negotiation
server armed with an ontology which classifies a Cisco employee identification as an instance of the class
‘enterprise issued employee identifications’ can avoid revealing the existence of a special Cisco policy by
casting a request for an identification in the more general form. In general, adding more knowledge to a
negotiation can permit the negotiation to be more efficient and secure. Context information includes any
information about the negotiation (what is trying to be accomplished, what kind of transaction, etc.). For
instance, when applying for a loan, there is no need to disclose a medical credential if it were requested,
even if the other party is able to satisfy the policy governing its disclosure. This can help thwart phishing
attacks, as well as address the information leakage problem during trust negotiation. It can also permit
more fine-grained control over the disclosure of freely available credentials. The ability for KAoS to reason
and perform consistency checks over a wide range of actions and policy attributes provides wide scope for
experimentation with contextual negotiations of this kind, referring if necessary to external databases
maintained by other trusted authorities.

The initial mechanism we will use to link KAoS to TrustBuilder and XACML is by adding ‘generic
enforcers’ to the TrustBuilder enforcer chain, which will allow KAoS reasoners to check credentials against
more sophisticated policy constraints. This simple approach retains the transparency of the client/server
interaction, but may require performance analysis in a realistically deployed system. This approach has
been used to define enforcers that intercept SOAP messages from the CMU Semantic Matchmaker and
filter results consistent with KAoS coalition policies. In a recent CoOSAR-TS demonstration, these policies
prevent the use of Gaoan resources [UBJ04b]. Recently IHMC has finished a first implementation of
SOAP-enabled enforcer to understand arbitrary Semantic Web Service invocations so it can apply
appropriate authorization policies to them. Additionally, it is equipped with a mechanism to perform
obligation policies, which will be in the form of other Web Service invocations. For instance, some policy
may require consultation or registration of performed transactions in some logging service available as a
Web Service audit entity.

Opening up enforcement of policies to Web-based information raises issues of security and trust for
that information itself, particularly when one considers that reasoners may be utilizing information from a
variety of sources on the open Web network. We expect to make use of the emerging conventions for
securing trustworthiness of Web information by the use of named warrant graphs [CBHS05] when
considering secure ontology reasoning; part of the purpose of these conventions is to provide a secure
provenance path from any asserted information on the Web to a digitally signed warrant which identifies
the agency responsible for the assertion. This model can be generalized to handling assertions of policies
which can be openly published but still be secure against misinterpretation. [BO04]

C 3.2 Trust Inference Catalog: a pragmatic foundational approach to Policy
reasoning

All the current and proposed formalizations of trust reasoning use formal notations of limited
expressivity, designed with the primary intention of supporting rapid run-time reasoning. KAoS uses OWL
[OWLO04], currently the most expressive standard Semantic Web formalism, which is essentially an
RDF/XML transcription of the classical description logic ALCQHIR+; Rei [KFJ04] uses a rule language



with negation-as-failure and Horn expressivity; PeerTrust [NOWO04] uses guarded Prolog (the distributed
nature of the PeerTrust algorithm is irrelevant here.) All of these underlying formalisms have problems,
when considered as a basic notation for expressing proofs, particularly those arising in trust negotiation and
policy application.

OWL is simply not expressive enough. The expressive limitations of OWL have been noted in the
KAoS project (it cannot express the class of actions in which an agent modifies a resource owned by that
agent, for example ) and elsewhere, notably in the OWL-Services project [MBHO04]. Indeed, the expressive
limitations of OWL are so severe that an entire W3C working group, the Semantic Web Best Practices
Working Group, has been set up to explain how to use work-arounds.

The problems with Prolog-style notations are different, but we think more compelling for a notation in
which to express trust reasoning: they are logically invalid (nonmonotonic). The problem here is that
nonmonotonic strategies such as negation-as-failure, the unique name assumptionand default reasoning are
essentially enthymemes: they omit ‘hidden’ assumptions which are necessary in order to firmly establish
the conclusion. This often produces greatly increased efficiency at run time and simplifies the syntactic
form of rules, but it is inherently dangerous. In describing delicate inferences, or inferences involving
exceptional conditions, it is important to make the delicate assumptions (or exceptions) explicit in a
checkable proof which will be the foundation for an intelligible explanation. For example, the use of
negation-as-failure is essentially an unstated claim that the knowledge base is complete in some way, so
that a failure to prove a sentence can be taken as a proof of its negation. A later discovery that some data
was missing simply causes a Prolog-style reasoner to behave differently at run time, but is a contradiction
when this assumption is made explicit; a fact which is likely to be critical in explaining the reason for
drawing the false conclusion. Again, a ‘normal’ default is in fact an unstated assumption that something is
in a certain category of normality, and exceptions from these norms must be noted explicitly in a fully
correct derivation, again supplying a critical datum for generating an adequate explanation.

Seamons and Winslett have previously noted the importance of monotonicity in secure trust and
policy reasoning in their NSF-funded joint work on policy reasoning.

A further limitation of many of these notations is an inability to make clear distinctions between use
and mention of expressions, or between assertions and meta-assertions. These are often critically important
in trust reasoning, however, as illustrated by the attention paid to query forms (as opposed to content) in the
‘disguised transaction policy’ work in TrustBuilder, described above. To fully expose the reasoning behind
such policies represents a challenge for even the most expressive formal logic. Our approach will be to
define the necessary epistemic concepts in explicit ontologies — logical theories - rather than modify the
basic CL notation; experience with fixing the semantics of a fully expressive logic strongly suggests that
changing the logic itself should be a last resort, one we do not expect to take during the course of this
project.

We will track the KAoS-TrustBuilder integration, transcribing the reasoning into Common Logic and
registering any special inference patterns used as derivation rules in Proof Markup Language (or its
extensions) and incorporated into Inference Web. This will be done partly manually and, where possible,
semi-automatically (eg from OWL). One goal of this is to make all assumptions completely explicit in the
statement of the inference rules; we expect that this will require a concomitant effort to write coherent
common logic ontologies for aspects of the trust domain, to help capture the required inferences: these
ontologies are part of the intended end-product.

The point here is not, in the first instance, to replace the efficient OWL and rule-based inference
engines by a logical theorem-prover, but rather to create a logically coherent audit trail of the reasoning
processes as a machine-checkable proof which can be used to generate explanations, using the Inference
Web technology. There is also a more scientific interest to this aspect of the project, which is to locate,
describe and study the precise kinds of reasoning steps taken, and thereby formalize the reasoning involved.
As noted, much of it is logically challenging, particularly the epistemic assumptions about information
leakage. In some cases the best we can do may be to register a rule using text strings as descriptors of the
rule conditions; this will weaken the explanation generation process at that point, but not totally disable it.



C 3.3 Generating trust and policy explanations

For this effort, we will leverage the Inference Web infrastructure to improve trust in answers by
exposing sources, meta-information, and information manipulations that were applied to obtain answers.
We will use the Proof Markup Language as a starting point, which in turn uses the Ontology Web
Language to represent proof information. We will work with a requirements-driven and use-case-driven
methodology to either identify that the Proof Markup Language is adequate in its current form or identify
necessary extensions to encode justifications of answers.

We will also broaden our work on tactics used to abstract and summarize proofs and turn them into
more understandable explanations. We will expand upon our work on trust networks [ZPMO5] to include
an explanation capability that exposes trust levels of sources and answers.

The impact of providing access to meta information about sources used in question answering is that
users can now be provided with a quick summary of the recency and reliability of sources used to generate
answers. They may also have access to the assumptions on which answers are based. When text analytic
components are used, they may also have access to the raw sources that were used to obtain an answer. The
impact of providing access to the derivation path is that users may be confident that they can ask follow-up
questions at whatever level of granularity is necessary to convince themselves that the information
manipulations were appropriate and relevant. Simultaneously, they will be provided with an interactive
browser view of the answer and the information that led a system to obtaining that answer. The viewer is
embeddable in other systems so that end users may customize views according to their needs.

C 3.4 Discovering a tractable trust logic

This inference catalog also has another, more exploratory, purpose, as input to an effort to
characterize a useful optimized reasoning engine for trust and policy reasoning. All current proposals for
such engines take some existing efficient subcase off the shelf, as it were. Even when such reasoners work
well in practice, there is no particular reason why they should. Efficiency in a reasoner arises from
bounding the expressiveness of the logic. The computational intractability of expressive logical languages
arises from the assumption that a reasoner for a language should be able to accept, and draw conclusions
from, any syntactically legal expression of the language. As has often been observed, however, in practice
very few of the syntactically legal expression forms of any recursive language actually arise in real
applications. Theoretical worst-case complexity analyses frequently underestimate the practical utility of
inference methods largely because they are bounded by theoretically possible cases which never arise in
practice. Part of our purpose, then, is to identify and catalog the forms of knowledge that are in fact used,
with a view to discovering the appropriate subset of a fully expressive logic which is actually needed for
practical trust reasoning. One can view this as a process of inventing or discovering a ‘logic for trust’,
except that, crucially, there is no expectation that the resulting set of expressions must form a language with
a recursive syntax. For example, it might well be bounded by restrictions on the syntactic depth of nesting
of certain constructions, or by branching factors in syntactic graphs.

We expect to be to locate a set of expressions — patterns might be more accurate — which is adequately
expressive along all the necessary dimensions for trust and policy reasoning, but with tractable inference
characteristics. In part, this optimism is based on recent work identifying new tractable subcases of full
first-order logic such as the guarded fragment [ABN9S8] and its variations. These strongly suggest that the
characteristic model-theoretic properties which signal robust decideability in theory, and reasonable
practical tractability in practice, are found in a wider class of subcases than had formerly been expected
[HO2]. In particular, these advantageous computational properties are not restricted to description logics.

C 3.5 Proofs and Provenance

The notion of provenance can be generalized to be closer to that of proof, where provenance is seen as
any information that can be used to trace back to the source of a justification, so that provenance can be



inferred by trusted methods from general historical information from various sources. The generality of this
approach introduces potential complexities and requires close attention to issues such as reliability of the
provenance reasoner and the notion of meta-provenance.

In collaboration with IHMC collaborator Luc Moreau at University of Southampton (who is funded
through European grants), we will apply and evaluate our research in the context of the Southampton
provenance architecture. A letter of support outlining our planned collaboration can be found in section J.
We anticipate three major topics of investigation: the relationship between provenance and proofs in the
context of Semantic Web inferences; reasoning over provenance in order to infer trust; and applying
policies to provenance architectures in order to enforce their safety and liveness. In collaboration with
Moreau and his colleagues, we anticipate the evaluation of our results in the context of scenarios in the
following domains: e-commerce with IBM, aerospace engineering with German Aerospace, particle
physics with CERN, computational steering of physical science models with the UK RealityGrid project,
and medical decision support with the University Polytecnica de Catalunya in Barcelona.

C 3.6 Understanding the Social Mechanisms for Establishing Trust and
Coordination

We will draw on experience in legal, cultural, and social contexts of policy to address issues arising
from the deployment of these mechanisms in real-world organizations and systems, with particular
emphasis, in this project, on the perception of trustworthiness in Web-based transactions. As noted, this
seems to depend on the perception that the system is applying and conforming to understood societal and
organizational norms or the system’s ability to explain and justify how these regulatory systems have been
applied, reconsidered, prioritized, deconflicted, etc. These include legal codes and administrative
boundaries and policies, understood by professional users, but they also include broader social “codes” of
fairness, appropriateness to the circumstances and perceived rights of privacy and obligations of
accountability. We will apply these modes of social and psychological analysis to analyze the longitudinal
perception of system behavior among its human users and observers, and relate these observations to the
formal policy descriptions in use. We will explore and describe the nature of explanation that engenders or
impedes trust.

C 3.7 Integration, Validation and Evaluation Plan

In addition to cooperative links with team members already described, we will test these ideas as a
team by focusing on the design of a information-handling system for the Emergency Operations Center
(EOC) of the City of Champaign, Illinois. As in all US cities, Champaign's EOC is activated during natural,
technological, and human-caused disasters, to serve as a central point of coordination and control. Potential
causes of EOC activation range from tornadoes and straight-line winds to hazardous material spills, hostage
situations, or random shooting incidents. Co-PI Winslett has worked with City officials (city manager, city
IT director, deputy fire chief, and director of the Champaign County GIS Consortium) to identify the
information technology that the City would most like to have added to its current EOC. The desired
technology is the ability to superimpose real-time data feeds on top of an interactive GIS product that
shows Champaign buildings and roads (see attached letters of support). The interactive GIS product will be
an enhanced version of products already produced by the Champaign County GIS Consortium. The data
feeds will come from 911 call databases and from a variety of sensor sources, including chemical sensors in
storm sewers and on street light poles, temperature sensors on roads, wind sensors on light poles, and
cameras located around the city. These data feed sources are owned by a wide variety of organizations that
do not ordinarily share their data directly with the City of Champaign: the city of Urbana, University of
Illinois, Champaign county (population 180,000), federal and state highway authorities, local schools and
hospitals, METCAD (the 911 call center), and individual companies. The major players from these
government organizations and from the first responder agencies all know one another personally and have a
level of mutual respect that means that social factors do not pose a major barrier to allowing increased
information sharing during a disaster.



The purpose of the Champaign testbed is to provide a focused, realistic example on which to test our
ideas and integrate our approaches. In particular, as the cornerstone of the authorization architecture, we
will deploy a stand-alone version of TrustBuilder that supports legacy applications, such as 911 and sensor
databases and camera feeds. This version of TrustBuilder will be in charge of enforcing the access control
policies agreed upon by the EOC stakeholders and data providers, as expressed in KAoS policies. In the
event of a declared emergency or official drill, these policies will allow a software agent acting on behalf of
an authorized EOC stakeholder to obtain a token (e.g., Kerberos ticket or login/password) that can be used
to obtain information from a legacy application, without changing the application itself. If access is denied
by TrustBuilder, an Inference Web system will explain the rationale for the denial. All access attempts and
the resulting authorization decisions will be logged using tamper-evident LogCrypt [Jason Holt from BYU]
logging facilities, to serve as an audit trail of policy-related events and inferences. The resulting prototype
is intended to serve as a demonstration of concept and a potential springboard for Champaign (and
potentially hundreds of other mid-size cities) to seek funding for a fully operational system.

The interest of this application area, from the point of view of this project, lies in the range of
information types, sources, stake holders and owners, leading to semantic integration issues and a wide
variety of authorization policies for information access; the need to apply unusual, perhaps conflicting,
policies concerning information access and communication priorities in emergency situations; the various
complexities of balancing normal privacy concerns against the access needs of the emergency personnel;
and in the need for rapid and comprehensible explanations and/or displays of information concerning
policies, policy application decisions and data access to the various agencies and controllers involved, both
during the critical phase of emergency activity and after the event, in post-disaster analysis for training,
reporting and public relations.

C 4. Management Plan

Research Teams and Specific Roles of the Investigators. In this collaborative proposal, the four
institutions will organize their activities in research teams. PI Jeff Bradshaw (IHMC) will coordinate the
research activity as a whole. Each team will have a research coordinator, a PI from one of the participating
institutions. The research coordinator will inform the others of the research milestones achieved, and will
ensure that the research activities are executed in a timely manner and that they constitute a coherent
whole. The project as a whole will have Web sites that are mirrored in each of the participating institutions.
In addition, each research coordinator will maintain the part of the Web site that he or she coordinates to
make sure that reports, tools, and announcements of interest to the research activity are posted and
maintained.

* Policy Inference Catalog. Co-PI Pat Hayes (IHMC) will coordinate this research activity.

+ Explanation. Linked co-PI Deborah McGuinness (Stanford KSL) will coordinate this research

activity.

* Trust Negotiation and XACML Integration. Linked PI Kent Seamons (BYU) will coordinate

this research activity.

* KAoS and TrustBuilder Integration. PI Jeff Bradshaw (IHMC) will coordinate this research

activity.

* Emergency Response Testbed.. Linked PI Marianne Winslett (Illinois) will coordinate this

research activity.

* Social Mechanisms. Paul Feltovich (IHMC) will coordinate this research activity.

Although these define areas of responsibility and coordination, each of these activities involves
cooperation with people at other institutions, and we will use established techniques of remote
collaboration, including group teleconferencing, email, IRC and instant-messaging communication, to keep
in touch, as well as direct visits. An essential component of the coordination plan is an annual workshop.
IHMC, BYU, Illinois, and Stanford will host these workshops alternately in each year. All investigators,
along with their graduate students, will be expected to participate in the workshops. At the first workshop,
it is expected that the theoretical foundations will be sufficiently developed to allow for discussion and
presentation. Such a venue will permit further refinements and enhancements, and also serve as an
education forum.



Although this entire team as a whole is new, many existing collaborations between subsets of the team
have already supported extended research programs; Winslett and Seamons have worked productively
together for five years; Hayes and McGuinness have collaborated on many projects, including PML, and
are colleagues on several W3C working groups. Bradshaw, Hayes and McGuinness are all active in the
DARPA DAML effort, which has continued for four years. Bradshaw and Feltovich have collaborated
extensively on analyses of human-agent teamwork, coordination and trust through policy use. Students
from BYU have worked on summer projects at IHMC: most notably, Lars Olson went from a masters at
BYU to an internship at IHMC with Bradshaw and is now a doctoral student at Illinois under Winslett. We
will continue to collaborate in these useful ways, particularly by lending students to other institutions for
extended work and study experiences.

Management of the Project Activities in Each Institution. The respective project activities will be
managed by the investigators at their respective institutions. The project is multidisciplinary in nature and
the project-related workshops, conference presentations, and publications will reflect this. Moreover,
frequent posting on the our project web site will enhance visibility and accessibility of the project outcomes
across the disciplines and to the public.

Evaluation Plan. We will test the algorithms extensively in our research laboratories. To foster
collaboration and integration of research results among the team members, we will jointly provide case
studies on which we can test the language and algorithms. The chief evaluation of the project will be the
Champaign Emergency response testbed effort coordinated by Winslett.

C 5. Results From Prior NSF Support

(Note, this lists priors of all PIs on all the linked cooperating projects)

ITR: Responding to the Unexpected, 11S-0331707 & 0331690, $12,500,000, Oct. 2003-Sep. 2008. S.
Mehrotra, UC-Irvine, PI; Co-PIs include M. Winslett. The RESCUE project is focusing on disaster
management in the LA area (fires, earthquakes, floods, terrorism, etc.), with cooperation from LA-area
police, fire, transportation, and government officials. The project is working to radically transform the
ability of responding organizations to gather, manage, use and disseminate information both within
emergency response networks and to the general public. Site http://www.itr-rescue.org gives full details.

ITR: Automated Trust Negotiation in Open Systems, CCR-0325951, $1,750,000, Oct. 2003-Sep.
2008, K. Seamons, PI; Co-Pls include M. Winslett. This project complements ours by proposing the
development of needed extensions to the RT authorization policy language family and a lightweight
compliance checker for RT; new trust negotiation message conventions for interoperability and negotiation
strategies compatible with the RT extensions; extensions to the TrustBuilder prototype supporting an
interface for access control frameworks such as GAA-API.

C 5.1 Related Work funded from other sources

The DARPA CoABS-sponsored Coalition Operations Experiment (CoAX) (http:// www.aiai.ed.ac.uk
/project/ coax/ ) [ABB+02, ABK+03] was an international cooperation spanning four countries and twenty-
eight partners. It modeled military coalition operations and implemented agent-based systems to mirror
coalition structures, policies, and doctrines. CoAX aimed to show that the agent-based computing paradigm
offers a promising new approach to dealing with issues such as the interoperability of new and legacy
systems, the implicit nature of coalition policies, security, and recovery from attack, system failure, or
service withdrawal. The most recent CoAX-related work, sponsored by the DARPA DAML program, also
investigated issues in composition of semantic web services consistent with negotiated policy constraints
[UBJ+04a]. KAoS provided mechanisms for overall management of coalition organizational structures
represented as domains and operational constraints represented as policies [BUJ+03], while Nomads
enabled strong mobility, resource management, protection from denial-of-service attacks for untrusted



agents that run in its environment, and transparent filtering and transformation of data feeds from sensors
SCBO03].

Within the DARPA Ultra*Log program (http://www.ultralog.net) we collaborated with CougaarSoft
to extend and apply KAoS policy and domain services to assure the scalability, robustness, and
survivability of logistics functionality in the face of information warfare attacks or severely constrained or
compromised computing and network resources. In agent societies of over a thousand agents and hundreds
of policies, dynamic policy updates can be committed, deconflicted, and distributed across multiple hosts in
a matter of seconds, and responses to policy authorization queries average less than 1 ms.

As part of the Army Research Lab Advanced Decision Architectures Consortium, we have been
investigating the use of KAoS and Nomads technologies to enable soldiers in the field to use agents from
handheld devices to perform tasks such as dynamically tasking sensors and customizing information
retrieval [SBC+03; SCB+03]. The combination of FlexFeed’s implementation of agile computing and
KAoS policies provide a technical foundation for this work [SBC+03a]. The approach was validated
through our participation in MOUT exercises at Ft. Benning in 2003 and 2004.

An application focused more on the social aspects of agent policy is within the NASA Cross-
Enterprise and Intelligent Systems Programs. Here we are investigating the integration of Brahms, an
agent-based design toolkit that can be used to model and simulate realistic work situations in space
[CSS98; S01], with KAoS policy-based teamwork models and Nomads's strong mobility and resource
control capabilities for use in highly-interactive autonomous systems. The same approach is also being
generalized for use by combinations of astronauts and mobile robots for planetary surface exploration
[BAA+04; BSA+03]. Each year, we participate with members of the NASA Mobile Agents project as part
of a two-week exercise with robots and people in the role of astronauts performing planetary surface
exploration at the Mars Desert Research Station in southern Utah [SBA+03].

The Office of Naval Research (ONR) is supporting research to extend this work on effective human-
agent interaction to unmanned vehicles and other autonomous systems that involve close, continuous
interaction with people. As one part of this research IHMC and University of South Florida are developing
a new robotic platform with carangiform (fish-like) locomotion, specialized robotic behaviors for
humanitarian demining, human-agent teamwork, agile computing, and mixed-initiative human control. As
part of this effort KAoS and FlexFeed have been integrated with TRIPS [BAA+04] for joint handling of
mixed-initiative dialogue and adjustable autonomy issues, and the SFX hybrid robotic architecture
(http://crasar.eng.usf.edu/research/publications.htm) to allow policy-based governance of selected robotic
behaviors. To facilitate local field tests, we have established the IHMC Robot Ranch comprising a growing
variety of ground-based and airborne robotic platforms.

We are investigating issues in adjustable autonomy and mixed-initiative behavior for software
assistants in an office environment as part of the DARPA EPCA (SRI CALO) program’s Multi-Modal
Dialogue team [BJKT04]. Under funding from DARPA's Augmented Cognition Program, we are taking the
challenge of effective human-agent interaction one step further as we investigate whether a general policy-
based approach to the development of cognitive prostheses can be formulated, in which human-agent
teaming could be so natural and transparent that robotic and software agents could appear to function as
direct extensions of human cognitive, kinetic, and sensory capabilities [BBR+03].

We are also conducting research leading to a better understanding of the social mechanisms for
establishing trust and coordination within advanced networked systems, with analogues to human and
animal cultures [FBJ+04]. March and Simon made a well known analysis of organizational dynamics in
terms of two basic logics of action: the logic of consequence and the logic of appropriateness [M89, M89a,
MS93]. Our primary interest in the proposed research is to investigate how the loop between action and
results can be closed, moving organizations from the logic of appropriateness to the logic of consequence.
We would like people to be able to trace and understand the positive and negative effects of policies that
have been put into force, to determine where these effects are coming from, and to discover how policies
might be adjusted for greater effectiveness [22]. We have begun to apply this research as part of an



investigation of requirements for policy-based information access and analysis within intelligence
applications.
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